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1. Introduction

1.1 Historic:

The first MSC global ensemble prediction system became operational at the CMC in January 1998 (Houtekamer et al, 1996). It had eight members and a resolution of about 250 km, generating 10-day forecasts once a day (at 00 UTC). It however had two innovative features:

· Perturbed analyses obtained through a data assimilation technique;

·  Model perturbations were added to the system.

The model perturbations ensured that the system would generate a sufficient number of differences between the members, despite the small number of members. However eight members were too few to generate a probability distribution function.

In 1999, the number of members was doubled by introducing another forecasting model. In 1998, the basic model used when the EPS was introduced was the SEF (Spectral Finite Element model, Ritchie 1991), which was then the global deterministic model. By the time the decision was made to increase the number of members, the operational model had been replaced by the GEM (Global Environmental MultiScale, Côté et al 1998). It was decided to increase the number of members by adding eight GEM members. Thus the first operational multi-model ensemble method was created (see Table 1).

In 2001, the resolution of the 16 members was increased to about 150 km, which improved summer precipitation forecasts (Pellerin et al 2003) as can be seen in Figure 1. In this figure, one can see the evolution of area under ROC curves (as defined by Mason 1982) for summer precipitation threshold above 5 mm over Canada. At short lead time (e.g. less than 4 days), one can see a systematic improvement of precipitation forecast from 1999 (8 members) to 2000 (16 members) to 2001 (16 members at increased resolution).

1.2 Two decisions have recently had an impact on EPS work at the CMC. The first was an announcement in spring 2003 of funding for future development of the EPS and improved integration of EPS outputs into the production of public forecasts. Second, representatives of the Canadian, American and Mexican meteorological services (MSC, NOAA, SMNM), recognizing “… the importance of international cooperation in developing and implementing an operational ensemble forecasting system for North America …”, signed an agreement to this effect. This North American system, known as NAEFS, will have the following benefits:

· The larger set of ensemble members will provide a better probability distribution function for each of the weather elements;

· There will be minimal additional costs for access to more members;

· Synergy with NCEP regarding R&D, in particular for user products. 

It is expected that the NAEFS will become fully operational in March 2006. NCEP and CMC have been exchanging outputs in real time since 2004. One of the challenges of such cooperation will be the ability to correctly integrate the outputs of members of two different EPS systems.  The fact that the Canadian EPS is already a multi-model system is seen as an asset.

2. Review of recent implementations at CMC

2.1. Ensemble Kalman Filter (Jan 2005)

In January 2005, the data assimilation was improved by introducing the Ensemble Kalman Filter (EnKF) method (Houtekamer and Mitchell, 2005). This is the first time that this method has been used with an operational forecasting system. The Ensemble Kalman Filter produces a set of initial conditions (analyses) that reflect the probability distribution of the possible initial conditions. It is these conditions which are used to initiate all the medium range forecasts (see EnKF flow diagram on Figure 2).

Generally speaking, every analysis system has two ingredients: a trial field, which is an estimate of the state of the atmosphere at analysis time (a 6-hour forecast in our case) and data of all kinds which are valid at that same time. The science then lies in the way these two potentially differing sources of information are harmonized.

The relative weight of the trial fields and the observations will generally be proportional to the confidence one has in them. The advantage of the Ensemble Kalman Filter comes from the fact, that by inspecting all 96 short-range forecasts, one can estimate their uncertainty. Wherever all the short-range forecasts are similar, they will tend to be reliable, whereas wherever they are very different, more weight will be given to the observations. It is thus possible to give either more or less weight to an observation, depending on the uncertainty of the trial field at the time and place of that observation. That is why it is said that the system adapts to the current weather situation.

Another benefit of the method is that observations can be used which could not be assimilated under the old system, like direct radiances from satellites. Verification of the two analysis systems (OI vs EnKF) are shown in Figure 3, where the mean analysis of both systems are compared against U/A observations. There are 96 analyses produced at every 6 hourly cycle, it is only a matter of randomly choosing 16 of these to feed the EPS to produce the 16 day forecasts. In actual fact, we choose the first 16 members shifting them so that the mean of the 16 members is co-located with the mean of the 96 members. Subsequently, the distance from the centre is inflated with a factor of 1.8 and finally, we correct eventual negative humidity and over-saturation.

While the forecasting part of the medium-range EPS was not changed when the Ensemble Kalman Filter was introduced, systematic evaluation of the medium-range forecasts has demonstrated the superiority of the new system. Figure 4 indicates an example of the verifications performed, where the 850 hPa temperatures over Northern Hemisphere from Day 1 to Day 10 for the two systems are compared for each member. Of interest, the RMS errors of the EPS mean show a value of less than 3.4°C at Day 10, while the EnKF system indicate a smaller value of 3.3°C. Considering that neither the model configurations nor their resolutions were changed in this comparison, the improvement can only be attributable to the initial conditions, namely the change from the OI to the EnK.
2.2. Extension to 16 days (Dec 2005)

In December 2005, changes were implemented in the EPS with two goals in mind: increase the EPS lead time from 10 to 16 days and launch EPS runs at both 00 UTC and 12 UTC. The changes are indicated hereafter:

2.2.1. Minor changes to the EnKF: 

· addition of the AMSU-A radiances from AQUA satellites and the Satwinds from MODIS;

· introduction of a digital filter for the models that produce trial fields;
· application of model error after the production of analysis (instead of before)
· break-up of sub-ensemble in 4 groups of 24 members (instead of 2 groups of 48).
2.2.2. A new set parameterization schemes were introduced in the multi-model EPS system. Several problems had been identified with some model combinations and it was felt that the system was ready for a revisit. The new options are listed in Table 2, with major changes explained in the following paragraphs.

2.2.2.1. The replacement of the Manabe algorithm in the SEF members by the Arakawa-Schubert (RAS) convection scheme. This scheme offers some opportunity for stochastic type of perturbations in our models, the cloud function offering arbitrary choices at the onset of this convective scheme. The removal of the old convective scheme also forced the removal of the Sasamori radiation algorithm in favour of a newer radiation algorithm (Garand, 1990).
2.2.2.2. The introduction of the more interactive surface scheme ISBA (Noilhan and Planton, 1989). This scheme takes into account many physical processes such as evolution of snow and ice, phase processes which may have a great importance on the incoming short wave radiation, hence on the resulting net heating of the soil. Better handling of the surface moisture and the resulting complexity associated with the biosphere provides better evolution of the surface temperature in the model.
2.2.3. The results obtained by these new combinations were significant mainly in the reduction of the bias for temperatures and geopotential heights, but also for precipitation. Examples are shown for the 850 hPa temperature bias verifications (Figure 5) and for precipitation (figure 6). One of the reasons for the improvement in bias is related to the elimination of the antiquated Manabe scheme in 4 SEF members. Although improved, the precipitation bias is still important.
3. Post-processing

3.1. Bayesian Model Averaging. 

The Bayseian Model Averaging (BMA, Wilson et al 2006) has been applied to generate temperature probability distribution function (PDF) in the context of the Canadian EPS. BMA allows the construction of PDF as a weighted average of PDF’s centered on bias-corrected individual forecast from each member of the EPS. The weights are the posterior probabilities of each member to be correct. The individual PDF’s are the member forecast error, assumed to be normal with a uniform standard deviation for all members (although tests have been done with variable standard deviations for each member). The forecast error PDF’s, standard deviation and weights are calculated over a 40-day training period. Tests have also been done with 25- to 80-day training periods. The weights reflect the relative contribution of each member to the overall accuracy during the training period. Generally, only a few members contribute significantly to the BMA PDF. BMA is showing some skill at determining which model includes the most important information to construct the PDF. The average weight assigned to the high resolution deterministic model as a member of the ensemble is also possible in BMA.

The method seems to work nicely for temperature and can provide reliable range of temperature forecasts within a level of confidence that can be fixed by user requirements. Figure 7 gives an example of the method, where forecast temperatures can be expressed in a range with confidence of 80%, based on the last 40 day verification. This range of temperatures is also seen as being more skilful than a climatological range. Work is underway to evaluate a BMA approach for precipitation forecasts.

3.2. North American Ensemble Forecast System (NAEFS).
The first step of the NAEFS workplan, e.g. exchange of raw EPS data, is almost finalized, although there are some issues concerning Grib2 format. The next step will be to formally exchange scripts to unbias first moment of data and to produce products such as climate anomaly maps. This step should be finalized by March 2006.

4. Verification

4.1. WMO verification. Canada has participated in the exchange of EPS verification as described by the EPS ET document meeting in Tokyo 2001. RMS verifications were completed lately by the addition of contingency tables. Questions remain to be answered on the standardization of some calculations (e.g. climatology used, monthly or daily climatological values).
4.2. Real time verifications of individual EPS members were introduced in 2004 to monitor the performance of the EPS. Examples of these verifications are shown on Figures 4, 5 and 6.
4.3. Verifications against observations, as proposed by Candille et al (2005) have been used to evaluate the value of recent changes implemented in the Canadian EPS. The Continuous Ranked Probability Score (CRPS, Stanski et al. 1989), which measures the global skill of an EPS, was examined. This score can be decomposed into reliability-resolution partition in order to evaluate the two main attributes required by a probabilistic prediction system (Toth et al. 2003). We apply the bootstrap technique in order to define confidence intervals for the comparisons with confidence interval from 5% to 95% for verification with respect to observational data. Examples of CRPS verification for 2m temperatures comparisons between two experiments (as described in section 2.2 of this document) are shown on Figure 8.
5. Plan for coming years

5.1. Increased resolution and members. We hope to increase the resolution of EPS members from 1.2° to 1° resolution and increase the number of members from 16 to 20 in the next year. In order to increase the number of members, we hope to move away from the physical parameterization combination and implement a stochastic physics technique.

5.2. Improvements of the EnKF. 

5.2.1. Increase the resolution model to 1° within the EnKF dataflow.

5.2.2. Change the EnKF set-up so that it can assimilate all data in a 6-h window at the appropriate time as is currently done in 4D-Var algorithms.

5.3. Wave forecasts. EPS models will be used to drive global wave models and to eventually produce probabilistic wave outputs.

5.4. More products. Work will also be done on products to support forecasters and aid in decision-making. This will be done at CMC but also through increasing collaboration through NAEFS.

5.4.1. Public forecasts will increasingly make use of EPS outputs, so that probabilistic products can be included (e.g. temperature ranges);
5.4.2. Public forecasts lead time will be increased from 5 to 7 days (eventually to 10 days) and ensemble outputs will be used to improve the quality of medium-range forecasts; 
5.4.3. Week 2 (7-15 day) temperature and precipitation anomaly charts to be produced through the NAEFS agreement;
5.4.4. Charts with probabilities for a variety of weather elements will be generated (wind over certain values, temperature below/above zero, zones with precipitation of 10, 25, 50 mm/day, etc).
5.5. Short-range EPS: In the more distant future, it is hoped to create a regional EPS with higher resolution members, 48-hour forecasts and geographical coverage limited to North America.

6. Conclusions. The EPS has been operational for several years but now its use in preparing official forecasts will be growing. Its outputs, available from http://meteo.ec.gc.ca/ensemble/index_e.html, serve as guidance for meteorologists issuing official forecasts. These products are tailored for North America. To make up for this limitation, a large number of raw global EPS outputs are available at CMC, via FTP anonymous in GRIB format. Two sets of resolutions are available: coarse resolution (2.5( X 2.5() and native resolution (1.2( X 1.2(). The complete set of variables is available on demand. The volume of the complete data set (all members, all time steps, all variables, all levels) is ~700 Mbytes for the native resolution (~165 Mbytes for the coarse resolution), each 2D field taking about 55 Kbytes (13 Kbytes for the coarse resolution).
The lower resolution of the EPS means that its outputs are generally relevant to the medium range, i.e. over 72 hours, but in some cases it is useful as of 48 hours, or even 24 hours. One of the goals in improving the EPS and resulting products is to give a better assessment of the risks of severe weather conditions, drawing on the probabilities output from the EPS.
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8. Tables


	SEF
(T149)
	Convection/Radiation
	GWD

	GWD1 version
	Orography
	Number of levels
	Time level

	1
	Kuo/ Garand
	Strong
	High altitude
	0.3 
	23
	3

	2
	Manabe/ Sasamori
	Strong
	Low altitude
	0.3 
	41
	3

	3
	Kuo/ Garand
	Weak
	Low altitude
	Mean 
	23
	3

	4
	Manabe/ Sasamori
	Weak
	High altitude
	Mean
	41
	3

	5
	Manabe/ Sasamori
	Strong
	Low altitude
	Mean
	23
	2

	6
	Kuo/ Garand
	Strong
	High altitude
	Mean
	41
	2

	7
	Manabe/ Sasamori
	Weak
	High altitude
	0.3 
	23
	2

	8
	Kuo/ Garand
	Weak
	Low altitude
	0.3 
	41
	2

	Control
	Kuo/ Garand
	Mean
	Low altitude
	0.15 
	41
	3

	GEM (1.2°) 
	Deep convection
	Shallow convection
	Soil moisture
	Sponge
	Number of levels
	Coriolis

	9
	Kuosym

	New
	Less 20%
	Global
	28
	Implicit

	10
	RAS

	Old
	Less 20%
	Equatorial
	28
	Implicit

	11
	RAS3
	Old
	Less 20%
	Global
	28
	Implicit

	12
	Kuosym2
	Old
	More 20%
	Global
	28
	Implicit

	13
	Kuosym2
	New
	More 20%
	Global
	28
	Explicit

	14
	Kuosym2
	New
	Less 20%
	Global
	28
	Implicit

	15
	Kuosym2
	Old
	Less 20%
	Global
	28
	Implicit

	16
	Kuosun

	New
	More 20%
	Global
	28
	Explicit


Table 1:  Combination of modules for different model versions before Dec 2005



	SEF
(T149)
	GWD
Taufac
 
	Deep
Convection
	Shallow convection
	Surface scheme
	Number of
Levels
	Time level 

	1
	1.2e-5
	KUO
	Old
	ISBA
	27
	3

	2
	1.2e-5
	RAS
	Old
	Fcrest

	27
	3

	3
	4.0e-6
	KUO
	Old
	Fcrest
	27
	3

	4
	4.0e-6
	RAS
	Old
	ISBA
	27
	3

	5
	1.2e-5
	RAS
	Old
	Fcrest
	27
	2

	6
	1.2e-5
	KUO
	Old
	ISBA 
	27
	2

	7
	4.0e-6
	RAS
	Old
	ISBA
	27
	2

	8
	4.0e-6
	KUO
	Old
	Fcrest
	27
	2

	Control
	8.0e-6
	KUO3
	Old
	Fcrest
	27
	3

	GEM (1.2°) 
	 
	Deep 
Convection
	Shallow convection
	Surface
Scheme
	Number of levels
	Time level 

	9
	8.0e-6
	Kuosym
	New
	Fcrest 
	28
	2

	10
	8.0e-6
	RAS
	Old
	ISBA
	28
	2

	11
	8.0e-6
	RAS
	Old
	Fcrest 
	28
	2

	12
	8.0e-6
	Kuosym
	Old
	ISBA 
	28
	2

	13
	8.0e-6
	Kuosym
	New
	Fcrest 
	28
	2

	14
	8.0e-6
	Kuosym
	New
	ISBA 
	28
	2

	15
	8.0e-6
	Kuosym
	Old
	ISBA 
	28
	2

	16
	8.0e-6
	KUO
	New
	Fcrest 
	28
	2


Table 2:  Combination of modules for different model versions since Dec 2005



9. Figures
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Figure 1: Evolution of the area under the ROC curves for precipitation threshold of 5 mm during summer months (June-July-August) over Canada from1999 to 2003.
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Figure 2: Flow chart of the Canadian EPS with Ensemble Kalman Filter
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Figure 3: Verification of the analysis statistics as compared to U/A observations of the OI (former system in blue) and the EnKF (new system in red) for summer case (26 Aug – 23 Sept 2004) over Northern Hemisphere
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Figure 4: Comparisons of Temperature RMS errors at 850 hPa over Northern Hemisphere for summer cases (26 Aug – 23 Sept 2004). Verifications are from D1 (in black) to D10 (in purple) for the 16 perturbed members, the control and the mean. Top panel is for the former system (O/I), bottom panel, the new one (EnKF). Mean value at D10 gives 3.38°C against 3.3°C.
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Figure 5: 850 hPa temperature bias verification against analysis over Northern Hemisphere for 10 days for the month of September 2005, respectively for the old (top) and the new (bottom) model configurations (notice the change in the range of the vertical axis in the two figures). EPS SEF members are in solid light colours, GEM members are in dashed light colours, EPS mean is in solid black and deterministic is in small dashed black.
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Figure 6: Precipitation bias verification against analysis over Northern Hemisphere for 10 days for the month of September 2005, respectively for the old (top) and the new (bottom) model configurations (notice the change in the range of the vertical axis in the two figures). EPS SEF members are in solid light colours, GEM members are in dashed light colours, EPS mean is in solid black and deterministic is in small dashed black.
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Figure 7: 60 hour forecast surface temperature resulting PDF (in red) for Montréal valid November 11th 2005, based on the Canadian EPS forecasts resulting from Bayesian Model Averaging (BMA) approach. Also shown, in light dotted grey, PDFs of individual members that performed the best in previous days. This example indicates that the mean forecast temperature, -4.7°C, can also be expressed with a range, between -0.8°C and -8.7°C, with a confidence of 80%, based on the last 40 day verification. 
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Figure 8: Evolution of the surface temperature forecasts to 10 days for the month of August 2004 at 12UTC validation time. The left graph is the total CRPS verification where the red curve shows scores for the system prior to Dec 2005 and the black is for the new proposed one. The right panel shows the CRPS difference between the two set-ups along with confidence intervals.
�Gravity wave drag (see McFarlane 1987)


� Deep Convection scheme (See Wagneur 1991)


� Relaxed Arakawa-Schubert (see Moorthi and Suraez 1992)


� Variation of the Kuo deep Convection scheme (see Dastoor 1994)


� Taufac is a scaling factor to enhance the sub-orographic variance (See Zadra 2003)


� Force restore surface scheme
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