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Summary and purpose of document

To provide an update on IPET-OPSLS ST5 activities on new approaches for distribution of GPC hindcast and forecast data.
Action Proposed

The meeting is invited to note the contents.
Annex(es):


ANNEX 1: TT5/(ST5) tasks and structure as described by the ET-OPSLS in Beijing, China, 11-15 April, 2016.
ANNEX 2: Updated survey of GPCs as sent ahead of the 2018 meeting of the IPET-OPSLS.
Reference(s):
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5.5 Sub Team 5 (ST5) New Approaches for distribution of GPC hindcast and forecast data
5.5.1 Background from the 2016 meeting of the ET-OPSLS

5.5.1.1 The 2016 meeting of the ET-OPSLS considered practices across GPCs for the dissemination of hindcast and forecast data, including the extent to which these are consistent. This included the use of a survey prepared by TT5 on the practices adopted by GPCs (at the time) for data exchange, to which most GPCs provided detailed replies.
5.5.1.2 The results from the survey of GPCs provided for the following conclusion:

· Across the GPCs, there was little consistency in approaches to data dissemination;

· Ftp was found to be the most common method of data provision;
· Although a few centres are using OPenDAP technology – these remain in the minority;

·  Lack of adoption of OPenDAP technology may be a consequence of corporate issues that make such technology not the optimum choice for the wider (beyond climate division) organisation (e.g. firewall issues); and
· NetCDF format was at least as widely used as GRIB
5.5.1.3 The various methods and formats used by GPCs may cause some confusion with users, and make it difficult to compare GPC outputs. It was on this basis that the ET asked ST5 to further explore methods and practices for data exchange.
5.5.2 Challenges to data exchange
5.5.2.1 Previous meetings of the ET-OPSLS have noted the increasing volumes of data transfer (e.g. between GPCs, RCCs, NMHSs) which present major challenges for GPCs. While circumstances vary across GPCs, the scale of the issue is highlighted by the recent experience of GPC Melbourne where the new coupled climate model (ACCESS-S) has approximately 25 times the data volumes on the native grid.  
5.5.2.2 The growth of operational real-time sub-seasonal forecasts presents additional challenges for data exchange. These forecasts are often at higher spatial resolution (than seasonal forecasts), are updated more frequently, and the skill of forecasts declines rapidly with lead time. These characteristics require data exchange to be high volume and delivered with minimal latency.
5.5.2.3 The growth in the use of forecasts across an ever widening user community is likely to be one of the most significant factors in driving future data exchange. While exchange between WMO members may be considered somewhat different from data delivery to users, the practical reality is that many members use similar approaches. Sectors such as water, disaster risk reduction, agriculture and energy are becoming much more sophisticated in their use of climate forecasts. 
5.5.2.4 This shift of climate forecasts out of the "research" domain into full operational production requires a more professional approach to all parts of service provision. This will compel providers to adopt international service standards (e.g., adhering to ISO9001, as promoted by WMO CCl), and to provide services in a secure way which protects both providers and users.
5.5.2.5 Security is an emerging issue for data exchange, and means that mechanisms such as OpenDAP which rely on open source may fall short of emerging requirements. This is a rapidly evolving area, and the expertise tends to sit outside of "climate services". 
5.5.2.6 Noting the increasing complexities around data exchange, ST5 has chosen not to attempt a review of "pros and cons" as these may have quite limited applicability. Instead we focus on documenting processes, and seeking input from GPCs and relevant experts.
5.5.3 Updating the analysis of current GPC practices

5.5.3.1 The practical experiences of GPCs provides useful background for future data exchange. With this in mind ST5 has repeated its previous survey of GPCs. A mix of written and verbal responses were received, though somewhat less extensive than in 2016. The overall picture is little changed since 2016, with conclusions across the two surveys provided below.
Summary of Survey Responses across the 2016 and 2018 surveys
1) What are the primary mechanisms you use to share hindcast model digital data with collaborators?
Commonality of approaches is mainly evident when information is provided to a lead centre (the LC-MME). Otherwise, approaches generally differ, though tending to favour ftp over other methods. A smaller number of GPCs use data technologies such as OpenDAP. Difficulties with maintenance and data volumes are common to a number of responses, and it is apparent that systems continue to evolve. 
The growth of a number of multi-model efforts suggests that barriers to real-time exchange are being effectively addressed.
2) What are the primary mechanisms you use to share real-time forecast digital data with collaborators?
For the most part these are the same or similar across hindcasts and forecasts. 
3) Do you have any comments on your preferred approaches and feedback from users on what works for them?
Feedback from user (e.g., NMHS, RCCs, in-country users) appears to be fairly limited. This may reflect the immaturity of the user base and services. The need for simple is common in many responses, as is the need to cater for users with a range of skills and backgrounds. Formats which tend to be preferred include GRIB, NetCDF and CPT. NetCDF appears to be preferred by many users.

The maturing of the LC-LRFMME, the Northern American MME and Copernicus MME may lead to standards emerging. Particularly C3S under Copernicus offers prospects for supporting the development of standards.

4) What is the basis for your choice for 1) and 2)?
Decisions tend to be in response to institutional procedures and guidance from WMO (e.g., GRIB2). A number of GPCs are currently undergoing a process of transformation. This suggests that gaining greater consistency in GPC product sharing will be difficult as the methods which are used may well come out of different parts of the parent NMHS.

5.5.3.2 It is recommended that ST5 continue during the next period, but with some revision of memberships. In particular, there would appear to be value in having Copernicus represented noting extensive effort under C3S.
ANNEX 1: TT5/(ST5) tasks and structure as described at the ET-OPSLS in Beijing, China, 11-15 April, 2016.

6.5
 Sub Team 5: New Approaches for distribution of GPC hindcast and forecast data   
6.5.1
Review and discussion of questionnaire results and next steps
6.5.1.1
 Mr Jones recalled that at the previous ET-OPSLS meeting held in Exeter, UK, 10-14 March, 2014, it was agreed to form a new Sub Team (ST5) on: New approaches for distribution of GPC hindcast and forecast data. ST5 is led by Mr David Jones, supported by Mr Suhee Park and Mr Bertrand Denis. ST5 was asked to explore the pros and cons of different means for distributing GPC hindcast and forecast data, including the use of open data platforms (OPenDAP technology). ST5 submitted a survey of GPC practices and views, as a first step in understanding the approaches to data dissemination. Completed surveys from GPCs Exeter, Seoul, Washington, Pretoria, Montreal, ECMWF, Toulouse, CPTEC, Tokyo, and Melbourne provided a representative sample of current practices and suggestions for new approaches.

ANNEX 2: Updated survey of GPCs as sent ahead of the 2018 meeting of the IPET-OPSLS.
Begin Survey …………………………………………………………………………………………………                 
Dear IPET-OPSLS members,

At the 2016 CBS-CCl Expert Team (meeting) on Operational Predictions from Sub-seasonal to Longer-Time Scales (ET-OPSLS) Su Team 5 (ST 5) was asked to explore the pros and cons of different means for distributing GPC hindcast and forecast data, including the use of open data platforms. This team grew out of an earlier Task Team 5 which reviewed data exchange practices across GPCs in 2016. The membership of ST 5 is Mr David Jones (chair), Mr Suhee Park and Mr Bertrand Denis. 

We are seeking to update the previous analysis for the 2018 meeting of the IPET, using a refresh of the previously survey.

If you need any further details, do not hesitate to ask. I’ve answered the questions from the Australian Bureau of Meteorology in italics to give you some guidance on what we are after.

Regards,

David, Bertrand and Suhee

Survey Questions for GPCs around data sharing
Responses by June 3 are appreciated (though later entries will be included). The entries in Italic are the GPC Melbourne's draft responses.
1) What are the primary mechanisms you use to share hindcast model digital data with collaborators?
BoM – the main mechanisms currently used are (cloud) FTP, OpenDAP, and weblinks (for a small subset of data). There is currently a comprehensive review underway on data services, which may see a further change.
2) What are the primary mechanisms you use to share real-time forecast digital data with collaborators?
BoM – the main mechanisms currently use are (cloud) FTP, OpenDAP, and weblinks (for a small subset of data). There is currently a comprehensive review underway on data services, which may see a change. BoM is also currently trialling APIs and web Apps to serve subsets of data.

3) Do you have any comments on your preferred approaches and feedback from users on what works for them?
BoM – OpenDAP is popular with expert users, but ftp is more popular overall. Ftp is also seen as more secure, and favoured by IT experts. However, ftp requires data to be broken into small sizes as users aren't able to slice data (otherwise file sizes become very larege). There are emerging security concerns with past practices, which have tended to grow out of climate science rather than IT circles. APIs (and even mobile Apps) are very popular with users, but it remains unclear how well these will scale up to the data volumes exchanged by GPCs.

Users often struggle with OpenDAP and GRIB, and the former is not entirely rigorous with its definitions.
4) What is the basis for your choice for 1) and 2)?
Some uncertainty in what approach is "best" and heteorogenity amongst users means that multiples approaches are used. These are likely to consolidate in the future.
5) Do you have any suggestions on what approaches GPCs should look to take as we go forwards? (noting the growth in datasets as we move to higher resolution models and more frequent forecast updates).
End Survey …………………………………………………………………………………………………  
