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Task Team 5: New Approaches for distribution of GPC hindcast and forecast data
(Submitted by David Jones)

Summary and purpose of document

This document gives a summary of activities of the

TT5 on GPC Seasonal Products.  
Action Proposed

The meeting is invited to consider the need for continuing this Task Team further.
Annex(es):
1. TT5 tasks and structure as described at the ET-OPSLS in Exeter, UK, 10-14 March, 2014.

2.  TT5 Survey of GPC practices, populated by 10 of 12 GPCs in early 2016.

3. Summary of TT5 responses from GPCs Exeter, Seoul, Washington, Pretoria, Montreal, ECMWF, Toulouse, CPTEC, Tokyo, and Melbourne
· …….

Reference(s):
- …….

· …….

Background

In the previous ET-OPSLS meeting held in Exeter, UK, 10-14 March, 2014, it was agreed to form a new Task Team (TT5: New approaches for distribution of GPC hindcast and forecast data). Led by Mr David Jones and supported by Mr Suhee Park and Mr Bertrand Denis, this TT5 was asked to explore the pros and cons of different means for distributing GPC hindcast and forecast data, including the use of open data platforms (OPenDAP technology).

Following discussions among the TT5 members, a survey of GPC practices and views was prepared as a first step in understanding the approaches to data dissemination. Completed surveys were provide by GPCs Exeter, Seoul, Washington, Pretoria, Montreal, ECMWF, Toulouse, CPTEC, Tokyo, and Melbourne providing a representative sample of current practices and suggestions for new approaches.
The surveys are provided in Annex 3, and ET members are asked to consider the responses with a view to how these might inform future actions and ET actions. A summary of key findings is provided below.
Summary of Survey Responses

1) What are the primary mechanisms you use to share hindcast model digital data with collaborators?
Commonality of approaches is mainly evident when information is provided to a lead centre (the LC-MME). Otherwise, approaches generally differ, though tending to favour ftp. A smaller number of GPCs use data technologies such as OpenDAP. Difficulties with maintenance and data volumes are common to a number of responses, and it is apparent that systems remain in a state of flux.
2) What are the primary mechanisms you use to share real-time forecast digital data with collaborators?
For the most part these are the same or similar across hindcasts and forecasts. 
3) Do you have any comments on your preferred approaches and feedback from users on what works for them?
Feedback from user (e.g., NMHS, RCCs, in-country users) appears to be fairly limited. This may reflect the immaturity of the user base and services. The need for simple is common in many responses, as is the need to cater for users with a range of skills and backgrounds. Formats which tend to be preferred include GRIB, NetCDF and CPT. NetCDF appears to be preferred by many users.
4) What is the basis for your choice for 1) and 2)?
Decisions tend to be in response to institutional procedures and guidance from WMO (e.g., GRIB2). A number of GPCs are currently undergoing a process of transformation. This suggests that gaining greater consistency  in GPC product sharing will be difficult as the methods which are used may well come out of different parts of the parent NMHS.
5) Do you have any suggestions on what approaches GPCs should look to take as we go forwards? (noting the growth in datasets as we move to higher resolution models and more frequent forecast updates).
Contents of responses are provided. 
Summary of Survey Responses

The ET is requested to consider the associated responses with a view to providing suggestion for further actions, and associated advice. 

ANNEX -1 : TT5 tasks and structure as described at the ET-OPSLS in Exeter, UK, 10-14 March, 2014.

7.1.1 Improved availability and accessibility of digital hindcast and forecast data
…..

(d) The ET discussed the potential use of open data platforms (OPenDAP technology) for distribution of GPC hindcast and forecast data.  It was noted that a few GPCs were using OPenDAP methods to distribute their own data and that if these systems are linked together and steps are taken to include data repositories such as the LC-LRFMME, the combined data sources and processing tools would make a powerful resource for RCCs, NMHSs and RCOFs. Using the IRI data library as an example, Mr Richard Graham demonstrated how regional data from GPCs can be downloaded by RCCs very quickly and simply in a form suitable for assessment of GPC skill over the region and for preparation of seasonal forecasts. Other alternative methods were also discussed including using more conventional downloading methods together with a common interface and single web gateway. It was agreed that the pros and cons of these technical solutions required further investigation and Mr David Jones kindly agreed to chair a new Task Team (TT5: New approaches for distribution of GPC hindcast and forecast data) under the ET-OPSLS to lead this. Mr Suhee Park and Mr Bertrand Denis agreed to join the Task Team and additional experts will be sought, including from WMO WIS.

ANNEX -2 : TT5 Survey of GPC practices, populated by 10 of 12 GPCs in early 2016.

Begin Survey …………………………………………………………………………………………………                 
Dear ET members,

At the 2014 CBS-CCl Expert Team (meeting) on Operational Predictions from Sub-seasonal to Longer-Time Scales (ET-OPSLS) we agreed to form a Task Team 5 to look at the mechanisms for data sharing. This TT5 looking at New approaches for distribution of GPC hindcast and forecast data sits under the ET-OPSLS and has agreed to investigate the pros/cons of various approaches and to progress suggestions for future data sharing arrangements. 

The members are Mr David Jones (chair), Mr Suhee Park and Mr Bertrand Denis and the TT is seeking additional inputs from associates and peers. 

As part of our reporting under the ET and in anticipation of a meeting later in 2016, we are interested in summarising your current GPC processes and relevant experience in data sharing. 

We’d appreciate if your GPC could provide responses to these questions. We fully understand that everyone is busy, so short responses are certainty sufficient.

If you need any further details, do not hesitate to ask. I’ve answered the questions from the Australian Bureau of Meteorology in italics to give you some guidance on what we are after.

Regards,

David, Bertrand and Suhee

Survey Questions for GPCs around data sharing
Responses by February 14 appreciated

ET-OPSLS Task Team 5 Activities 

The ET discussed the potential use of open data platforms (OPeNDAP technology) for distribution of GPC hindcast and forecast data.  It was noted that a few GPCs were using OPeNDAP methods to distribute their own data and that if these systems are linked together and steps are taken to include data repositories such as the LC-LRFMME, the combined data sources and processing tools would make a powerful resource for RCCs, NMHSs and RCOFs. Using the IRI data library as an example, Mr Richard Graham demonstrated how regional data from GPCs can be downloaded by RCCs very quickly and simply in a form suitable for assessment of GPC skill over the region and for preparation of seasonal forecasts. Other alternative methods were also discussed including using more conventional downloading methods together with a common interface and single web gateway. It was agreed that the pros and cons of these technical solutions required further investigation and Mr David Jones kindly agreed to chair a new Task Team (TT5: New approaches for distribution of GPC hindcast and forecast data) under the ET-OPSLS to lead this. Mr Suhee Park and Mr Bertrand Denis agreed to join the Task Team and additional experts will be sought, including from WMO WIS.

1) What are the primary mechanisms you use to share hindcast model digital data with collaborators?
2) What are the primary mechanisms you use to share real-time forecast digital data with collaborators?
3) Do you have any comments on your preferred approaches and feedback from users on what works for them?
4) What is the basis for your choice for 1) and 2)?
5) Do you have any suggestions on what approaches GPCs should look to take as we go forwards? (noting the growth in datasets as we move to higher resolution models and more frequent forecast updates).
End Survey …………………………………………………………………………………………………  

ANNEX -3 : Summary of TT5 response from GPCs Exeter, Seoul, Washington, Pretoria, Montreal, ECMWF, Toulouse, CPTEC, Tokyo, and Melbourne

1) What are the primary mechanisms you use to share hindcast model digital data with collaborators?
	GPC
	Response

	Exeter
	The Met Office provides hindcast and real-time forecast data in variety of data formats (PP, NetCDF, GRIB1/2) to licensed customers. Most of this data is hosted on or transferred to FTP servers. We also have the facility to host data on a cloud platform (BADC) for ad-hoc data transfers.

Our hindcast and real-time forecast data is also hosted on the IRI data library at: http://iridl.ldeo.columbia.edu/SOURCES/.UKMO/ where it can be accessed freely after agreeing terms for non-commercial use via an online form. 

	Seoul
	The KMA provides both hindcast and forecast data (GloSea5) in grib2 format manually via KMA ftp server for small size data or external Hard Disk Drive for big size data

	Washington
	Hindcasts are disseminated via web interface

http://nomads.ncdc.noaa.gov/data.php?name=access#cfs


	Pretoria
	The SAWS provides limited hindcast coupled model (GRIB or netCDF format) on request via FTP).

	Montreal
	The MSC provides CanSIPS hindcasts and real-time forecast in GRIB2 format on a public data depot called the Datamart, which can be found here: http://dd.weather.gc.ca The CanSIPS data themselves are located in this sub-directory: http://dd.weather.gc.ca/ensemble/cansips/. This service is aimed at specialized users with good meteorological and IT knowledge, and is mainly meant to be accessed in an automatic manner via the internet (e.g. with scripts).

For R&D purposes, CCCma also provides CanSIPS hindcasts (monthly and daily data) on their data depot in netcdf  format at ftp://dapp2p.cccma.ec.gc.ca/pub/goapp/CHFP. The main mechanism to retrieve those data is by ftp. They used to have an OPeNDAP server, but it has been decommissioned because it proved time consuming to keep the software working properly. In addition, monthly and daily CanSIPS hindcast data have been made available on the ESGF in NetCDF4 through the NMME Phase II data portal at https://www.earthsystemgrid.org/search.html?Project=NMME. A subset of monthly and daily CanSIPS hindcast data is also available through the WCRP Working Group on Seasonal to Internal Prediction (WGSIP) Climate-system Historical Forecast Project (CHFP) server at http://chfps.cima.fcen.uba.ar 



	ECMWF
	ECMWF provides hindcast and real-time coupled model data (system5) via the Meteorological Archival and Retrieval System (MARS). MARS is the main repository of meteorological data at ECMWF. Users can browse the Archive catalogue (describing archive data that ECMWF can distribute) at http://apps.ecmwf.int/archive-catalogue/ Data format is GRIB1, with a possible change to GRIB2 for the next upgrade.

	Toulouse
	GPC Toulouse disseminates all hindcast model data (Arpege syst 4 and 5) to the ECMWF platform (MARS) where they may be uploaded by all users, as other contributors to EUROSIP Multi Model.

 Data format is GRIB1, with a change to GRIB2 for the next version. 

Data catalogue is available on CNRM website 

http://www.cnrm.meteo.fr/IMG/pdf/system5-technical.pdf
and soon on GPC/RCC website (update in progress) : http://elaboration.seasonal.meteo.fr/


	CPTEC
	CPTEC provides hindcast and real-time model data (CPTEC/AGCM) to the WMO LC-LRFMME following the defined format and standards for sharing GPC data via a dedicated ftp server at KMA for redistribution to registered RCCs and NMHSs through the LC-LRFMME web site https://www.wmolc.org/

	Tokyo
	The JMA provides hindcast and real-time coupled model data (JMA/MRI-CPS2) via http server with password protection, which can be found at:

http://ds.data.jma.go.jp/tcc/tcc/gpv/index.html.  

The data is stored in GRIB2 (FM 92 GRIB Edition 2).

	Melbourne
	The BoM provides hindcast and real-time coupled model data (POAMA and ACCESS-S1) via an OPeNDAP server, which can be found here: http://opendap.bom.gov.au:8080/thredds/catalogs/bmrc-poama-catalog.html. Using an agreed upon file naming and directory structure conventions, the data is stored in netCDF (version 4) and generally adheres to CF1-6 compliance. 




2) What are the primary mechanisms you use to share real-time forecast digital data with collaborators?

	GPC
	Response

	Exeter
	Real time forecast and hindcast data are treated in the same way.

	Seoul
	Sharing mechanisms for hindcasts and forecasts are same

	Washington
	Real-time forecasts are disseminated via a 7-day rotating archive

http://nomads.ncep.noaa.gov/pub/data/nccf/com/cfs/prod/


	Pretoria
	SAWS disseminates real-time forecast mostly in digital maps or as in Q1. 



	Montreal
	The Datamart is also used for data sharing of real-time forecast in GRIB2, in addition of the hindcasts. To facilitate the retrieval of timely data on the Datamart, the Meteorological Service of Canada (MSC) has set up a data wire for announcing file availability on the Datamart.  This data wire uses the 'Advanced Message Queuing Protocol' (AMQP) protocol.  This makes possible the notification of products available on the Datamart as they are published.  The service permits targeting notifications for a specific set of files (weather warnings, observations, data model, etc.) and thus notification for only those products of interest to the user.

In addition of the public Datamart, we give password-protected access to special datasets to some collaborators as NCEP/NMME and Gov of Canada R&D collaborators. Those special datasets can be, for example, at different spatial and temporal resolution. Additional variables are also shared that way.

Note that collaborators as the NMME offer CanSIPS forecasts on their website http://www.cpc.ncep.noaa.gov/products/NMME/data.html. In addition of the raw data they offer the model climatology precomputed as well as the anomaly field, all that in GRIB format. 

The Meteorological Service of Canada (MSC) is also operating a basic Geospatial Web Service called “GeoMet,” which is planned to be upgraded to “GeoMet-2” based on the MapServer platform around mid-2016. CanSIPS real-time forecast is not currently disseminated through GeoMet, but will be candidate for publication later in 2016 on GeoMet-2.


	ECMWF
	ECMWF practices for hindcasts and forecasts tend to be the same.

	Toulouse
	See above. 

	CPTEC
	CPTEC practices for hindcasts and forecasts is the same

	Tokyo
	The JMA  practices for hindcasts and forecasts tend to be the same.

	Melbourne
	Bureau practices for hindcasts and forecasts tend to be the same.




3) Do you have any comments on your preferred approaches and feedback from users on what works for them?

	GPC
	Response

	Exeter
	We don’t have any particular feedback from users. I think it would be beneficial to users to allow more flexible methods of accessing data (e.g. OPeNDAP) and access to data processing tools (our lagged ensemble can be more difficult to calibrate). 

We find there is a preference for NetCDF formatted data. Users involved in operational forecasting have requested CPT format (Climate Predictability Tool) 

	Seoul
	We have a plan to implement a Data Providing Service System, but not near future.   


	Washington
	Have not conducted any specific survey or user feedback about this

	Pretoria
	More coordinated approach is preferred such as data access via the LC-LRFMME using simple and standard approach that takes into consideration a wide-range of users on top of the individual producers’ options.



	Montreal
	Users of the MSC Datamart have shared limited feedback on operational CanSIPS products. The Canadian Forest Service uses this data and is satisfied with the mechanism.

Considerable use has been made by the research community of CanSIPS hindcast data through access via ftp from CCCma and other outlets as outlined under (1). Although no feedback was received about OPeNDAP access from CCCma during the period it was available, the advantages of this approach particularly in enabling hyperslab subsets of the data to be downloaded are evident, and this would be a preferred approach if resources to maintain it were available.

	ECMWF
	Users seem generally satisfied with the use of MARS and GRIB format. In the future, dissemination of an extensive set of seasonal forecast data will be managed by Copernicus C3S. The Copernicus data will be available to public and might be in a different format.

	Toulouse
	We think the common structure with ECMWF feels good for our users and we do not receive demands for other accessing mode of our data in recent years.

In the future, seasonal forecast data access will be managed through the Climate Data Store service, implemented by Copernicus C3S.

	CPTEC
	We also have a CPTEC ftp server to provide model data for users in binary format ready for use with the free software Grid Analysis and Display System (GrADS) and this seem to work well for technical users familiarized with this software

	Tokyo
	The GRIB2 data format should be supported for GPC data sharing in the WMO activity.. Additional support of data conversion (e.g. netCDF) is also userful for some NMHSs. 

	Melbourne
	We have used OPeNDAP for a variety of projects: PACSAP (Pacific “RCC” type activity), Agricultural Research, general availability of datasets.  The datasets have been accessed with Matlab, Python, R, and NCO tools. The accessibility of data has not been an issue and the OPeNDAP server is generally robust and efficient.  It allows the user to hyperslab the dataset using the DODS service which considerably reduces the bandwidth requirements for users that only require a small percentage of the data.

The only caveat on this approach is that the Bureau OPeNDAP server is currently supported by a small group of people.  The intention for Research datasets and applications is to move the datasets to the NCI (National Computing Infrastructure).  The Bureau OPeNDAP support arrangements may be strengthened with the advent of commercial dataset arrangements

There are certainly some issues for users with less experience or less good IT infrastructure. For these uses were have provided data at stations in the form of simple .xls compatible formats.


4) What is the basis for your choice for 1) and 2)?

	GPC
	Response

	Exeter
	The use of FTP for sharing data is the only operationally supported method at the Met Office

	Seoul
	GRIB2 is the standard file format for all gridded outputs available to the public for our organisation. So this file format was chosen by default.

Because current requests for forecast and hindcast data are limited in collaborator in domestic universities, data exchanges are not frequently. So, we prefer to handling data in basis of each request.  


	Washington
	Just a standard ftp download.

	Pretoria
	Resource constraint is the main reason. Moreover, users vary in their preferences and level of understanding. 

	Montreal
	GRIB2 is the standard file format for all gridded outputs available to the public for our organisation. So this file format was chosen by default.

Hindcast data is being served at CCCma via FTP and through other outlets via their own conventions as outlined under (1) due to the low maintenance requirements of this approach. OPeNDAP was implemented for a limited time at CCCma but was not able to be maintained with available resources.

	ECMWF
	The use of a common format and platform for all the different types of dataset ECMWF provides (etc. Re-analysis, high resolution and ensemble forecasts)

	Toulouse
	Close relations with ECMWF for data management and Interest for users to access all types of dataset on common platforms.

	CPTEC
	We have followed the currently available WMO platform for sharing GPC data

	Tokyo
	The http or ftp access may be easier way for not-advanced users who are not familiar with script languages

	Melbourne
	OPeNDAP is an ideal platform for sharing netCDF data. 

1. Many programming languages (Python, GrADS, NCL) have functionality which allows data to be visualised directly from the OPeNDAP server. 

2. OPeNDAP greatest advantage over FTP is the ability to retrieve subsets of files, and also the ability to aggregate data from several files in one transfer operation.   

3. The base data served by OPeNDAP (netCDF) is self describing and CF compliant


5) Do you have any suggestions on what approaches GPCs should look to take as we go forwards? (noting the growth in datasets as we move to higher resolution models and more frequent forecast updates).

	GPC
	Response

	Exeter
	1. Homogenising the data as much as possible (grids, variables, formats) would be beneficial for end-users.

2. We find there is a preference for NetCDF formatted data. This is used widely in the climate community. The CF conventions require data to be self describing. There are many open source tools for processing NetCDF data (e.g. http://scitools.org.uk/).

The skill from seasonal forecast is in the prediction of large scale phenomena, not in the grid-scale. Higher resolution models are required to better represent the physical processes in the model, this can increase forecast skill for large scale phenomena but not necessarily for grid-point scale. GPCs should consider providing data on standardised grids. This is something that comes from hosting data from a single source (e.g. the Lead Centre and other multi-model projects). 



	Seoul
	We have no specific suggestion. But, It will be good, if the approach can be accessed easily from various Operatin Systems (linux or window, etc) and maintained conveniently. 

	Washington
	No specific suggestions at this time.

	Pretoria
	1. Standard data exchange mechanism such as directory structure and file naming conventions may address the challenge.

2. Assist users with (with existing or new) programs suite/ software that facilities format conversion from strand to most commonly used formats such as GRIB(2), netCDF, ASCII, CPT etc.

	Montreal
	The climate research community generally prefers to work with NetCDF rather than GRIB, with NetCDF4 becoming the referred format due to its capability for data compression. The Climate and Forecast Metadata or CF convention is well established since it is required for CMIP datasets, and climate modelling centres therefore generally currently have the means for producing CF-compliant output, although this capability may not exist yet for all operational centres including GPCs. CF compliance enables high interoperability in analysing data from different models and applying standard analysis tools. CF-compliant NetCDF4 has been adopted by major climate forecast research initiatives such as SPECS and NMME Phase II.

Nevertheless, until a clear governance structure is established and WMO takes position on NetCDF as a standard, GRIB remains the preferred exchange format from the perspective of MSC operations. This creates a situation where two formats are supported by our organisation for the same dataset.

Data access through a MapServer-based service is a flexible solution, with the potential of serving raw data in multiple formats on the fly. This is mostly useful for exploring data or designing live web mapping products based on the served data. Vendor-based GIS solutions should be avoided.

The MSC is currently developing its position on Cloud Services for hosting archives and real-time data. The seasonal forecast output itself is not large enough to justify exploring alternate data management solutions, but if such decisions are taken for the overall NWP production, CanSIPS would normally follow.

	ECMWF
	The group of experts involved with the development of the Climate data store service under Copernicus is currently looking at this issue. 

	Toulouse
	Reflection is underway within the development of the CDS platform and we do not have today technical elements of the choices under discussion.

	CPTEC
	1) Standard directory structure and file naming conventions (a dictionary) will help going forwards.

2) A clear document containing what is required to meet GPC standards (what datasets are required such as variables, lead-times, etc) will also be very helpful.

3) Identifying data formats in greatest demand is very important particularly for facilitating the incorporation of GPC data in regional and national activities performed by RCCs and NMHSs.

4) Most RCCs and NMHSs use the IRI CPT software for producing regional and national seasonal forecasts. Therefore, GPC data in CPT format is generally on high demand. Mechanisms for delivering GPC data in CPT format need to be developed and/or further expanded. 

5) Developing a training program to allow RCCs and NMHSs to generate/convert currently available GPC data in appropriate format to perform regional and national activities seems to be important to support these activities.

	Tokyo
	We think that user’s requirements are the most important, so we would suggest that we will ask the users (RCCs, NMHSs) if they have any experience with OPeNDAP or/and if they are accommodate this change.  (Some users may use the Windows environment, not Unix/Linux and have difficulty to migrate to the new environment.  The password protection is a requirement to meet conditions of the GPC data exchange.

	Melbourne
	1. Standard directory structure and file naming conventions (a dictionary) will help going forwards.

2. A clear document which contains what is required to meet GPC standards (what datasets are required -  variables, lead-times etc.

3. Timing of real-time datasets – is there a requirement to provide real-time datasets in a timely manner for multi model ensembles and what is the maximum delay.

4. Which data formats are in greatest demand and why?

5. IT professionals generally frown on GRIB2. Is this a general issue?

6. Are GIS formats in demand and should we consider accommodating the needs of less specialised users by providing these data formats?

7. Is there a role for Cloud Computing to improve the reliability and efficiency of data exchange?)


