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Summary and purpose of document

This document introduces a concept to classify multi-model ensemble, advantage and challenge of application.
Action Proposed

The meeting is invited to have a discussion of this presentation. It will be good if we could form a formal documentation for this area.
Annex(es):
-  N/A
Reference(s):
-  N/A
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- Classification, Application and Challenge of Multi-Model Ensemble
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1. Introduction

Since THORPEX (The Observing System Research and Predictability Experiment) program was initiated in 2004, the investigation and application of multi-model ensemble have been explored widely around world research community through THORPEX TIGGE (The International Grand Global Ensemble) project. In the mean time, the NAEFS (North American Ensemble Forecast System) has been implemented first operational exchange global ensemble data between NCEP (National Centers for Environmental Prediction) and CMC (Canadian Meteorological Center), then release the data for public access in real time in 2006. The interaction of the THORPEX program and the NAEFS project is typical R2O (research to operation) and O2R (operation to research). However, a concept and study of multi-model ensemble has been introduced in the earlier work (Krishnamuti et al., 1999), that mainly focus on seasonal forecast.
A definition of multi-model ensemble is varied from practical collection and generation of forecast, and applications. Users may be confused from different productions without a basic knowledge from the area of numerical weather prediction. This documentation will have preliminary discussion of multi-model ensemble’s definition/classification, application and challenge.
2. Definition
Background:

· The NCEP and ECMWF inplemented their global ensemble forecast systems into operation in 1992 through introducing initial perturbations, but assuming models are perfect, to follow up, CMC implemented their global ensemble forecast system in 1996 by considering initial uncertainties, multi-model, and multi-physics. All these pioneer ensemble systems have been reviewed completely (Buzza et al., 2005).
· “When many different forecast models are used to try to generate a forecast, the approach is termed multi-model ensemble forecasting. This method of forecasting can improve forecasts when compared to a single model-based approach. When the models within a multi-model ensemble are adjusted for their various biases, this process is known as "superensemble forecasting". This type of a forecast significantly reduces errors in model output. When models of different physical processes are combined, such as combinations of atmospheric, ocean and wave models, the multi-model ensemble is called hyper-ensemble.” - Cited from Wikipedia.

· “Multi-model ensemble (MME), when a global climate model is run to provide a projection of future climate it produces a 'simulation'. Multiple simulations form an ensemble. A multi-model ensemble or MME, is a large number of climate model simulations created by using many different international Climate model.” – Cited from UK Climate Project Report
Classifications:

· Category one: Grand Ensemble 

· Ensemble forecast is running at one operational center

· The same initial analysis; Different models (dynamics, physics and parameterizations) 

· Examples:

· NCEP Short-range ensemble forecast system (three different models with different parameterizations)

· NCEP GEFS and ESRL FIME (research) (the same initial analysis, but different dynamics)

· CMC GEFS (different parameterizations)
· Ensemble forecast is running at multiple operational centers

· Different initial analysis; The different model and/or parameterization

· Examples:

· NAEFS – operational

· TIGGE – research 

· Category two: Super Ensemble; Time-lagged Ensemble; Blender
· Super ensemble through combining many different deterministic forecasts

· The different initial analysis; The different model

· Examples:

· IMME (International Multi-Model Ensemble)

· NMME (North American Multi-Model Ensemble)
· Lag ensemble from single deterministic forecast

· The different initial analysis from different initial time; the same model

· Examples:

· CFS (Climate Forecast System) 

· NARRE (North America Rapid Refresh Ensemble)
· Blender ensemble
· The same/different initial analysis; The same/different model

· Include deterministic, ensemble; global and regional; higher/lower resolutions

· Examples:

· US NBM (MDL)

3. Applications

There are many success applications of multi-model ensemble through THORPEX/TIGGE project (Swanbank et al., 2016), NAEFS projects (Candille 2009; Cui et al., 2012, Guan et al., 2015), and many other individual projects and applications (Elbert et al., 2001; Bowler et al., 2008; Rozante et al., 2014; Hamill et al., 2015, 2017). However, we have faced many challenges as well that will be discussed in next section. Following discussion demonstrates the typical applications in the national prediction center, and/or public service.
· Advantages 
If we could manipulate all different resources and methodologies, multi-model ensemble could provide 1) Super performance of ensemble mean in contrast to deterministic forecast; 2) Reliable forecast through bias correction; 3) Better uncertainty representation through different dynamics and/or physics approach; 4) Valuable probabilistic guidance includes extreme weather events.

· Post-processing
· General approach – for most variables, we have introduced a common method (decaying average or Kalman filter method, Cui et al., 2012) to process bias correction. It is very convenience and easy approach for deterministic and ensemble bias correction.
· 1st moment calibration – common post processing is 1st moment correction, i.e. bias correction. There are many algorithms to do bias correction, such as decaying method; hybrid of decaying bias and reforecast bias; regression method, BMA (Bayesian Model Average), BPE (Bayesian Process of Ensemble), Neural Network, and et al. 
· 2nd moment calibration – there is a kind of challenge to calibrate 2nd moment since we don’t have real (or good) references for uncertainty. However, several methods are still able to improve forecast uncertainties. Such as BMA, BPE, EKDMOS and et al.
· Analogy method – the large historical samples are required to do an analogy. There are some applications of precipitation and temperature, however, there is a limitation for extreme weather events because we don’t have enough historical information.
· MOS – Model Output Statistics (MOS) is a type of statistical post-processing, a class of techniques used to improve numerical weather models' ability to forecast by relating model outputs to observational or additional model data. MOS was defined by Glahn and Lowry (Glaha and Lowry, 1972) as the following: Model Output Statistics is an objective weather forecasting technique which consists of determining a statistical relationship between a predictand and variables forecast by a numerical model at some projection time(s). It is, in effect, the determination of the "weather related" statistics of a numerical model. A capability of MOS technique may be gradually decreased from an improvement of model forecast, frequently model upgrade, and many other easy carry on methodologies.
· Position correction – Most of our calibrations are traditional, point-wise correction (or 3-dimentional; spatial x,y,z). If there is a position bias (or error) in the forecast has been found, it will greatly improve the application of multi-model, especially for precipitation and other key elements. There is a technique applied to DA (The Feature Calibration and Alignment technique (FCA), Nehrkorn et al., 2014). 
· Other methods- ???

· Products
· Ensemble mean – most popular product, especially for limited communication resource to get full probabilistic forecast of ensemble.
· Probabilistic forecast guidance – there are two and more kinds of probabilistic products those are 1). Full probabilistic forecast, but simplified as 10%, 50% and 90%, ensemble mean and ensemble mode; 2). Probability (%) of selected threads.
· Extreme event forecast – there are two or more ways to express extreme event: 1). Percentage (less than 5%) in terms of climatology; 2). Percentage greater than extreme amount.
· Anomaly forecast (S2S) – similar to extreme forecast, but more popular products for extend range forecasts (week-2; weeks 3&4; monthly and seasonal forecasts). There are two or three categories for these kind forecasts: above/below normal forecasts; or above normal / normal / below normal forecasts.
· Other specified products - ???
4. Challenge
· Reforecast or hindcast generation:
It is not easy work to generate ensemble reforecast/hindcast for past years (the years depend on the forecast leads and practical application), that is not only computation power, but also disk storage, data transfer, data managing and others. A real-time reforecast configuration is a good strategy for frequently changed model system, but it may not be satisfied for all downstream users (such as US National Weather Center).
· Inconsistent initial analysis:
There is also a problem if model changes. An initial analysis could be inconsistent to the period of reforecast. It impacts not only model forecast, but also for bias calculation. A comprehensive way has been developed to make up this inconsistent initial analysis, which is called “analysis adjustment”.

· Benefit from multi-model ensemble .vs single model ensemble:
We have a difficulty sometime when using multi-model ensemble without proper forecast calibration.
· Precipitation:

Precipitation could be another challenge issue when considers multi-model ensemble

· TS track forecast
It has took much advantage to predict tropical storm from multi-model ensemble mean, NHC (National Hurricane Center) is using un-equal weights of selected models as their main TS prediction guidance for many years.

· Others???
5. Summary

In this literature, it intends to classify our definitions of multi-model ensemble in terms of wide applications from national centers to public/private end users. A classification may help users to identify their forecast resources, possible post-processing, and maximum their applications.
Multi-model ensemble forecast is still very excellent forecast tool in terms of skill and reliability if an individual ensemble/deterministic forecast can be calibrated through real-time (and/or reforecast). The multi-model ensemble could reach its maximum benefit if all individual system has similar skills, and bias free.
Several challenges we have faced are limited our applications. One of them is initial/analysis uncertainty that could introduce large initial difference even a forecast is bias corrected. Another one is reforecast, many system cannot provide large sample of hindcast due to lack of computation resource, human resource and communication. This will limit our application, especially for extend forecast, such as week 2, weeks 3&4. Precipitation forecast from multi-model ensemble could decrease its “resolution” or “sharpness” due to location uncertainty and others.
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