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Summary and purpose of document

This draft document summarizes proposed recommendations for surface verification, takes into account discussions and conclusions within the Task Team (20-21 November 2014). It also includes proposed revised Terms of Reference for the Task Team.
Action Proposed  

The meeting is invited to use the draft as a basis for further discussion about the details of the recommendations for surface verification.
1.
Introduction 

Detailed procedures are presented for the production and exchange of a standard set of verification scores for deterministic global NWP forecasts of surface fields produced by participating centres. The goal is to provide consistent verification information on the NWP surface products of participating centres for forecasters in the NMHSs and to help the centres compare and improve their forecasts.
The term “deterministic NWP” refers to single integrations of NWP models providing products defining single future states of the atmosphere (as distinct from ensemble prediction systems where multiple integrations provide a range of future states).

TT-SV recommends that surface parameters other than precipitation are included in the WMO 485 manual (standard verification measures for global EPS).
The standardized verification should provide relevant information appropriate to the state-of-the-art in NWP, while being as simple and as easy to implement as possible. It should ensure a consistent implementation across participating centres with regard to the generation of forecast-observation pairs, scores, and temporal aggregation.
2.
Verification statistics

The following subsections define two sets of verification statistics. A mandatory set shall be provided by all participating centres. A set of additional recommended statistics is also defined which all centres should provide if possible. The detailed procedures are required to ensure it is possible to compare results from the different participating centres in a scientifically valid manner.

3.
Parameters


Mandatory

· 2-m temperature
· 10-m wind speed
· 10-m wind direction (for speeds greater or equal 3 m/s)
· 24-h precipitation

Additional recommended

· Total cloud cover

· 6-h precipitation

· 2-m relative humidity
· 2-m dewpoint

For 2-m temperature, a simple height-correction using a constant lapse rate of 0.0065 K/m shall be applied to the forecast.
4.
Forecast times

Scores shall be computed daily for forecasts initialized at 00 UTC and 12 UTC separately. For those centres not running forecasts from either 00 UTC or 12 UTC, scores may be provided for forecasts initiated at other times and must be labelled as such. 

5.
Forecast steps

Mandatory:
forecast steps 6h, 12h, 18h, 24h, .., 240h or end of the forecast


for 24-h precipitation: steps 24h, 48h, .., 240h or end of the forecast
Additional recommended: 3-hourly (for improved representation of diurnal cycle)


for 6-h precipitation: steps 6h, 12h, 18h, 24h, .., 240h or end of the forecast
6.
Grid and interpolation

Verification shall be based on the native model grid using the grid point nearest to the observation location. 

7.
Observations

Verification is carried out for a set of surface stations (SYNOP, METAR, fixed marine observing stations) which should be chosen based on high availability and reliability, in order to reduce the effect of observation errors and ensure consistency over time. Each participating centre can decide which stations they want to include in the verification. This is made possible by the fact that scores for individual stations will be exchanged (see item 9).
Centres are encouraged to make use of the quality control procedures available to them to reduce the effect of observation errors on scores. This includes removal of occasional unphysical values as well as data from stations which have been systematically rejected over a certain time period. 
8.
Scores

Scores are computed for each station individually. A station for which scores are computed should have at least 90% data availability during the verification period.

For 2-m temperature, 2-m relative humidity, 2-m dewpoint, 10-m wind speed, 10-m wind direction, and total cloud cover the following error scores are computed:
· Mean error (ME)

· Mean absolute error (MAE)

· Root mean square error (RMSE)
For 10-m wind direction, the equivalence of 360 and 0 degrees needs to be taken into account (cyclic continuation).
For 10-m wind speed, precipitation, and total cloud cover, contingency-tables for the following thresholds are provided:
· 10-m wind speed: 
5, 10, and 15 m/s
· 24-h precipitation:
1, 10, and 50 mm
· 6-h precipitation:
1, 5, and 25 mm
· Total cloud cover:
( 2 okta, ( 6 okta
For total cloud cover, the model output should be rounded to the nearest okta prior to verification (for the contingency tables only).

9.
Exchange of scores

On a monthly basis, in a common format, where the station information (lat/lon, station height and model height, station ID) is contained within the file. This means that no supplementary files are required, and the exchanged data is fully self-contained.
10.
Temporal and spatial aggregation
For any given 1-month period, error scores and contingency tables are computed for each station individually. It forms the basis for aggregation by users of the exchanged verification data, both in time and space.

Spatial aggregation is not part of the exchange, and is left to user discretion. Exchanging scores in this way allows forecast users to get detailed information on model performance for individual stations. It also ensures a high level of transparency and flexibility for model inter-comparison studies. Furthermore, it removes the requirement of coordinating, circulating, and updating whitelists of surface stations for verification. For model intercomparison studies the intersection of the different sets of stations used by global modelling centres would be used for comparison (‘smallest common denominator’).
If users would like to aggregate the exchanged scores, they can refer to Annex G which provides guidelines for the choice of aggregation areas. Compared to upper-air verification, more emphasis needs to be put on aggregating over climatologically relatively homogeneous areas (since absolute thresholds are used for the contingency tables). 
Annex - Guidelines for use of the exchanged scores and metrics
Areas for aggregation
If users want to aggregate the exchanged scores, areas need to be defined in such a way that areal means are statistically meaningful. Areas for spatial aggregation should be relatively homogeneous climatologically. With respect to the regions currently defined by CBS for upper-air verification, only the tropics and polar regions would be considered suitable. For mid-latitudes a further subdivision based on latitude and degree of continentality is recommended.

Contingency-table based scores
The exchange of contingency tables allows users to compute a wide range of scores and metrics. Some suggested scores and metrics are 
· Base rate (BR)

· Frequency bias (FB)

· Hit rate (HR)

· False alarm rate (F)

· Equitable Threat Score (ETS)

· Peirce Skill Score (PSS)

Confidence Intervals

Confidence intervals quantify the uncertainty and facilitate the interpretation of verification scores. The length of the verification period for which data is exchanged (1 month) is considered too short for statistically meaningful bootstrapping. It is therefore recommended to apply bootstrapping techniques in the spatial aggregation of scores based on the exchanged data, in order to derive confidence intervals (e.g. 95%).  

As described by Candille et al. (2007), the bootstrap technique involves recomputing scores numerous times after randomly extracting samples from the data set and then replacing them, again randomly, from the original data set. 
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Additional information 
Further information on the verification of cloudiness can be found in the WMO publication WWRP2012-1 ‘Recommended Methods for Evaluating Cloud and Related Parameters’ which can be downloaded from http://www.wmo.int/pages/prog/arep/wwrp/new/Forecast_Verification.html
Reference to WMO Manual 485 (verification of probabilistic forecasts)
Proposed Revised Terms of Reference for the Task Team on Surface Verification

· Investigate the impact of different station lists, height correction, choice of gridpoint (nearest v nearest land) on scores and metrics
· Carry out a study on interpolation methods for each surface parameter
· Complete and review studies on verification of surface parameters 
· Propose standard verification procedures for surface verification
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