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Summary and purpose of document
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Action Proposed  

The meeting is invited to note the information provided in the document and to review the proposed new text for the forecast verification aspects.  

Annexes:
I – Proposed new text for the forecast verification aspects
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MANUAL ON THE GDPFS

1.
Revision of Manual on the GDPFS (WMO-No. 485)

1.1
The World Meteorological Congress, at its sixteenth session (Cg-XVI, May 2011), noting the importance of the Manual on the GDPFS (WMO-No. 485) as the single source of technical regulations for all operational data-processing and forecasting systems of Members, including their designated meteorological centres, endorsed the request by CBS-XIV (2009) to undertake a comprehensive review of this Manual. It noted the subsequent progress that has been made, including the development of an outline for a new Manual that will facilitate introducing updates as frequently as required to ensure that the content is kept up-to-date. Cg-XVI therefore adopted the outline for a revised Manual on the GDPFS through Resolution 6 (Cg-XVI) (see ftp://ftp.wmo.int/Documents/PublicWeb/mainweb/meetings/cbodies/governance/congress_reports/english/pdf/1077_en.pdf).  

1.2
Cg-XVI further agreed that there were fundamental changes under way in the Basic Systems and that the review of the Manual on the GDPFS should be done with the existing system of world, regional and national centres of the GDPFS, and the future evolution of the GDPFS in mind, such as the inclusion of all WMO operated meteorological centres that provide operational data-processing and forecasting services (e.g. anticipated designation of regional centres for Sand and Dust Storm Warning Advisory Assessment System). As well, the review should take into account the developments in WIGOS and WIS, lessons learnt from SWFDP, and anticipated results of, and operational implications from the WWRP/TIGGE project “Global Interactive Forecast System”. 

2.
Outcomes of the CBS Expert Meeting on the Revision of the Manual of the Global Data-Processing and Forecasting System (GDPFS)
2.1
The CBS Expert Meeting on the Revision of the Manual of the Global Data-Processing and Forecasting System (GDPFS) was held in Geneva, Switzerland, from 19 to 21 October 2011.

2.2
The meeting reviewed the extended layout of the revised Manual on the GDPFS using wiki, which was adopted by Cg-XVI, in May 2011, in Resolution 6.  It agreed on the template to describe the activities in the new Manual, and prepared draft new text for the revised Manual on: 

(1)
global NWP; 

(2)
coordination of deterministic NWP verification; 

(3)
limited area NWP; 

(4)
global ensemble prediction;

(5)
coordination of EPS verification;

(6)
limited area ensemble prediction;

(7)
regional severe weather forecasting.

2.3
The new text would serve as example for guiding the continuation of the work.

2.4
The meeting agreed on a work programme for developing a first version of the revised Manual, as follows:

End-October 2011 – Secretariat to contact the identified experts to develop the various parts of the new Manual;

Mid-March 2012 – Identified experts to submit draft new text for the new Manual to the Secretariat;

End-March 2012 – Secretariat to make available the draft new text for the new Manual on the wiki for a peer review;

End-April 2012 – Identified expert(s) (P. Kreft, and possibly others) to submit revised text for the new Manual;

Mid-May 2012 – ICT-DPFS to review the text for the new Manual;

Sept or Nov 2012 – CBS-XV to consider the text for the new Manual.

2.5
The meeting agreed that draft text for the new Manual should be developed using the template (in Word) and decided that the wiki should be used for sharing all relevant documentation, including the text for the new Manual, prior to its peer review.

3.
Proposed new text 
3.1
The proposed new text is provided in the Annex.

Annex

DRAFT TEXT FOR THE REVISED MANUAL ON THE GDPFS
FORWARD

The GDPFS makes full use of the latest research and development in numerical weather prediction and environmental modelling. The advances in NWP since the previous full edition of this Manual in 1992 have been tremendous: higher accuracy, higher resolution, longer lead-time, wider range of relevant applications. Consequently the emphasis in operational meteorology has shifted towards the implementation of more and more sophisticated and diverse numerical models and applications, for an ever increasing variety of users. 
The main support for the exchange and delivery of GDPFS products is the WIS. One of the key features of the WIS compared to the GTS is the expansion of the range of centres which can connect to the system; this feature will help to support the continuous increase in the range of GDPFS applications. 

To be completed
PART I - PURPOSE AND ORGANIZATION OF THE WMO GLOBAL DATA PROCESSING AND FORECASTING SYSTEM (GDPFS)
1.
PURPOSE OF THE GDPFS
1.1
General description

The Global Data Processing and Forecasting System is the world wide network of operational centres operated by WMO Members, delivering a wide range of products for applications related to weather, climate, water and environment. The functions, organizational structure and operations of the GDPFS are designed in accordance with Members’ needs and their ability to contribute to, and benefit from, the system. A key objective is to facilitate cooperation and the exchange of information, thereby also contributing to building capacity amongst developing countries.

This shall be achieved through:

-
Making available numerical weather prediction products (analysis and forecast, including probabilistic information) and climate modelling and prediction information

-
Making available specialized products tailored for specific applications

-
Ensuring that the necessary additional information is available for an appropriate use of the above. This includes non real time information such as:

§
Systems and products description and characteristics

§
Verification and monitoring results.

The GDPFS is a results-oriented structure, aimed at ensuring that scientific and technological advances made in meteorology and related fields are transferred as efficiently as possible in operational conditions for the benefit of WMO members. It provides a framework to ensure that products and services delivered within its scope meet stated requirements, agreed at the appropriate level, on operational quality and reliability. The centres participating in the GDPFS are committed to perform specific operational activities, and to enable WMO Members to benefit from them.

1.2.
The functions of the GDPFS

The GDPFS covers a whole range of operational functions requiring meteorological information. The activities involved are mostly real time activities; they can be either for general purpose or specialized for various types of applications. Non real time operational coordination activities (often referred to as Lead Centre activities) are also part of the GDPFS. The list and overall description of every activity is given in this paragraph, while the detailed functions and associated commitments are specified in part II of the Manual.

General Purpose activities:

· Global NWP – Run deterministic global numerical weather prediction operationally and make it available on the WIS

· Limited area NWP

· Global ensemble prediction

· Limited area ensemble prediction

· Nowcasting – operate a nowcasting system and make available to NMHSs products from and knowledge on this system
· Seasonal and climate numerical prediction

· Wave and storm surges numerical forecasting

Specialized activities:
· Regional severe weather forecasting

· Climate prediction and information

· Generation of LRF MME products

· Tropical Cyclone forecasting

· Volcanic ash warning and prediction for aviation

· Response to Marine Environmental Emergencies

· Response to Nuclear Environmental Emergencies

· Response to non-Nuclear Environmental Emergencies

· Sand and Dust Storm warning and prediction – the RSMC ASDFs are nominated with the main goal to help assessing the risk of sand and dust storm occurrence within a geographical domain
Non real time coordination activities:
· Coordination of deterministic NWP verification – Collect standard verification statistics from GDPFS centres producing global NWP and make them available on a dedicated web site

· Coordination of EPS verification

· Coordination of LRF verification

· Coordination of wave forecast verification

· Coordination of GOS observation monitoring results (surface, upper-air, etc.)

· Coordination of GCOS observation monitoring results (GSN and GUAN)

2.
ORGANIZATION OF THE GDPFS
2.1.
Centres and networks

The GDPFS is composed of a large variety of operational centres. In most cases these centres are NMHSs' main facilities, but they can also be from universities, international organisations, etc. The main meteorological centres of WMO Members are known as National Meteorological Centres (NMCs). GDPFS centres can also be labelled as Regional or Specialized Meteorological Centres (RSMCs), or World Meteorological Centres (WMCs), depending on the activities they undertake, as specified hereafter.

A given GDPFS centre can perform several types of GDPFS activities.

Where appropriate, an activity of a given type can be attributed to a group of two or more GDPFS centres, organized as a coordinated network. A given GDPFS centre can contribute to several such networks.

2.1.1
NMCs

WMO Members' National Meteorological Centres carry out functions to meet the national and international requirements of the Member. Each Member shall ensure that it has a National Meteorological Centre adequately staffed and equipped to enable it to play its part in the World Weather Watch (WWW) system.

The functions of a NMC shall include the preparation of forecasts and warnings at all ranges necessary to meet the requirements of the Member, and also, depending on the context, other activities such as production of:

(a)
Special application-user products, including climate and environmental quality monitoring and prediction products;

(b)
Non-real-time climate-related products;

(c)
Specific products and their delivery in support of United Nations humanitarian missions as specified in ... (appendix I-5 to be reviewed).
NMCs should have the capacity to make best use of GDPFS products in order to reap the benefits of the WWW system. 

NMCs should be linked to the WIS to ensure suitable connection with other GDPFS centres in order to carry out inter-processing activities between centres, according to bilateral or multilateral agreements among Members.

2.1.2
WMCs and RSMCs

GDPFS centres which carry out at least the following activities to the specified standards described in Part II:

· Global NWP

· Global ensemble prediction

· and Seasonal and climate numerical prediction

shall be designated as World Meteorological Centres (WMC).

GDPFS centres which carry out at least one General Purpose or Specialized activity (listed in para. I.1.2) to the specified standards described in Part II shall be designated as Regional or Specialized Meteorological Centres (RSMC).

2.1.3
Networks
A GDPFS network, i.e., an association of GDPFS centres constituted to undertake an identified GDPFS activity, shall follow the same specifications and adhere to the same criteria and commitments as individual GDPFS centres carrying out the same activity. Appropriate documentation shall be produced and made available to distribute the tasks and responsibilities among the participating centres; an unique focal point shall be designated to answer requests from users of the network's products. 

2.2.
Designation process

The designation process of GDPFS centres depends on the type of activity and on the category of centre / network under consideration.

2.2.1
NMCs are designated by their respective WMO Members.  

2.2.2
For centres other than NMCs, the designation of a GDPFS centre shall always include the designation of the activity (or activities) to be carried out:

· Requests for designation as GDPFS centre shall be put forward by the PR of the country of the candidate centre, or in the case of international centres by the relevant governing authority;

· Requests for designation as GDPFS network shall be put forward by the President of the relevant Regional Association, or in the case of networks established across two or more RAs, jointly by their Presidents;

· Depending on the type of activity, approval of Regional Association(s) and Technical Commission(s) shall be required. Details are given for each activity in part II.2 of the manual;

Joint responsibility with other International Organizations is described in paragraph I.3.

3.
COORDINATION WITH OTHER SYSTEMS OR PROGRAMMES
The GDPFS shall support other WMO Programmes and relevant programmes of other international organizations in accordance with policy decisions of the Organization. In many cases the activities undertaken by GDPFS centres constitute the operational component of a system developed under another structure or programme, either by WMO on its own or jointly with other international organisations. In such cases, the regulations pertaining to these activities cover both

-
the specific requirements defined by the relevant structure; and,

-
the general GDPFS criteria regarding operational quality and reliability, verification, documentation and compliance (cf. II.1).

An appropriate coordination mechanism to that effect shall be implemented, depending on the context and characteristics of the various categories of activity; it is specified for each of them in part II of the Manual.

PART II – SPECIFICATIONS OF THE GDPFS ACTIVITIES

1. OVERALL REQUIREMENTS AND STANDARDS

1.1. Quality control of incoming observational data

All GDPFS centres shall apply quality control to the incoming observations they use for GDPFS purposes. The objectives of the GDPFS quality control are: 

i. To ensure the best possible quality of the data which are used in the real-time operations of the GDPFS; 

ii. In non-real time, to protect and improve the quality and integrity of data destined for storage and retrieval within the GDPFS; 

iii. To provide the basis for feedback of information on errors and questionable data to the source of the data.

The minimum standards for quality control of data include quality control at various stages of processing. They apply to both real-time and non-real-time processing and lead to various records of quality-control actions and relevant metadata.

Quality control processes implemented in the GDPFS should adhere to the WIGOS quality assurance and quality control standards.

An essential part of the quality-control plan includes an exchange of information about data deficiencies between GDPFS centres and observation points in order to resolve those deficiencies and minimize their recurrence. The Lead Centres which participate in the coordination of observation monitoring results (II.2.3.5) play an essential role in this respect.

1.2. Product dissemination

All GDPFS centres shall ensure that their required products and services are made available through the WMO Information System (WIS – cf. Manual on WIS, WMO-No. 1060, para. 2.7) and/or the Internet as appropriate.

1.3. Long-term storage of data and products

The non-real-time functions of the GDPFS shall include long-term storage of observations and products as well as verification results for operational and research use.

All GDPFS centres shall operate an archiving and retrieval system to serve the needs of their continual improvement process; this should include, inter alia, the non real-time assessment of their products and the ability to perform reruns of their operational production.

Members should ensure that their NMCs archive and retrieve all data originating from their national observing networks and facilities.

1.4. Product verification

To be developed
1.5. Providing up-to-date documentation on system and products
All GDPFS centres shall make available up-to-date documentation on the technical characterictics of their operational system and on the products it delivers. The minimum information to be provided is specified for every activity separately in the following section II.2.

The GDPFS centres shall ensure that the information provided is kept up-to-date by updating it as required after every significant change to their operational system.

The documentation shall be made available on a web site, the address of which can be found in part III section 2 of this Manual. 

1.6. Training
To be developed
1.7. Reporting on compliance
All GDPFS centres shall provide a status of implementation information relative to their activity, and ensure that it is updated as often as required to reflect the current implementation of their system. This information should be made available on the same web site as the one used for providing system and products documentation (cf. 1.5).

If a non-compliance between the mandatory minimum specifications and the actual implementation occurs it should be reported as part of this information, and if it is foreseen to persist for more than one month, a schedule for returning to compliance should be provided.

1.8. Graphical representation of observations, analyses and forecasts

To be developed from Appendix II-4
2. SPECIFICATION OF FUNCTIONS AND PROCEDURES FOR MODIFICATIONS

2.1. General purpose activities

2.1.1. Global Numerical Weather Prediction
Centres participating in activity 2.1.1, global NWP, shall:

· Prepare global analyses of the three-dimensional structure of the atmosphere

· Prepare global forecast fields of basic and derived atmospheric parameters

· Make available on the WIS a range of these products. The minimum list to be made available, including parameters, forecast range, time steps and frequency, is given in Appendix A.II.2.1.1-a

· Prepare verification statistics according to the standard defined in Appendix A.II.2.3.1, and make them available to the Lead Centre(s) for Deterministic NWP Verification

· Make available on a web site up-to-date information on the characteristics of its global NWP system. The minimum information to be provided is given in Appendix A.II.2.1.1-b

	RESPONSIBILITY AND (if required) COORDINATION 

(Changes to Activity Specification)

	To be proposed by:
	CBS/ICT-DPFS
	CBS/CG-FV (for appendix II.2.3.1)
	

	To be approved by:
	CBS
	
	

	To be decided by:
	EC / Congress
	
	

	DESIGNATION

	To be approved by:
	CBS
	
	

	To be decided by:
	EC / Congress
	
	

	COMPLIANCE

	To be monitored by:
	ICT-DPFS
	
	

	To be reported to:
	CBS
	
	


2.1.2. Limited area Numerical Weather Prediction
Centres participating in activity 2.1.2, limited area NWP, shall:

· Prepare limited area analyses of the three-dimensional structure of the atmosphere

· Prepare limited area forecast fields of basic and derived atmospheric parameters

· Make available on the WIS a range of these products. The minimum list to be made available, including parameters, forecast range, time steps and frequency, is given in Appendix A.II.2.1.2-a

· Prepare verification statistics according to the standard defined in Appendix A.II.2.3.1, adapted for the region covered by the model at a resolution of 0.5°, and make available consistent up-to-date graphical displays of the verification results on a web site 

· Make available on a web site up-to-date information on the characteristics of its limited area NWP system. The minimum information to be provided is given in Appendix A.II.2.1.2-b

	RESPONSIBILITY AND (if required) COORDINATION 

(Changes to Activity Specification)

	To be proposed by:
	CBS/ICT-DPFS
	CBS/CG-FV (for appendix A.II.2.3.1)
	

	To be approved by:
	CBS
	
	

	To be decided by:
	EC / Congress
	
	

	DESIGNATION

	To be approved by:
	CBS
	
	

	To be decided by:
	EC / Congress
	
	

	COMPLIANCE

	To be monitored by:
	ICT-DPFS
	
	

	To be reported to:
	CBS
	
	


2.1.3. Global ensemble prediction

Centres participating in activity 2.1.3, global Ensemble Prediction, shall:

· Prepare global ensemble forecast fields of basic and derived atmospheric parameters

· Make available on the WIS a range of these products. The minimum list to be made available, including parameters, forecast range, time steps and frequency, is given in Appendix A.II.2.1.3-a

· Prepare verification statistics according to the standard defined in Appendix A.II.2.3.2, and make them available to the Lead Centre(s) for EPS Verification

· Make available on a web site up-to-date information on the characteristics of its global Ensemble Prediction System. The minimum information to be provided is given in Appendix A.II.2.1.3-b

	RESPONSIBILITY AND (if required) COORDINATION 

(Changes to Activity Specification)

	To be proposed by:
	CBS/ET-EPS
	CBS/ICT-DPFS
	

	To be approved by:
	CBS
	
	

	To be decided by:
	EC / Congress
	
	

	DESIGNATION

	To be approved by:
	CBS
	
	

	To be decided by:
	EC / Congress
	
	

	COMPLIANCE

	To be monitored by:
	CBS/ET-EPS
	
	

	To be reported to:
	CBS/ICT-DPFS
	CBS
	


2.1.4. Limited area ensemble prediction

Centres participating in activity 2.1.4, Limited Area Ensemble Prediction, shall:

· Prepare limited area ensemble forecast fields of basic and derived atmospheric parameters

· Make available on the WIS a range of these products. The minimum list to be made available, including parameters, forecast range, time steps and frequency, is given in Appendix A.II.2.1.4-a

· Prepare verification statistics according to the standard defined in Appendix A.II.2.3.2, adapted for the region covered by the model at a resolution of 0.5°, and make available consistent up-to-date graphical displays of the verification results on a web site

· Make available on a web site up-to-date information on the characteristics of its limited area Ensemble Prediction System. The minimum information to be provided is given in Appendix A.II.2.1.4-b

	RESPONSIBILITY AND (if required) COORDINATION 

(Changes to Activity Specification)

	To be proposed by:
	CBS/ET-EPS
	CBS/ICT-DPFS
	

	To be approved by:
	CBS
	
	

	To be decided by:
	EC / Congress
	
	

	DESIGNATION

	To be approved by:
	CBS
	
	

	To be decided by:
	EC / Congress
	
	

	COMPLIANCE

	To be monitored by:
	CBS/ET-EPS
	
	

	To be reported to:
	CBS/ICT-DPFS
	CBS
	


2.1.5. Seasonal and climate numerical prediction

Centres participating in activity 2.1.6, seasonal and climate numerical prediction, shall:

- Have fixed production cycles and time of issuance for seasonal forecasts;

- Provide a limited set of products as determined by Appendix 2.1.6-a;

- Provide verifications as per the WMO Lead Centre for Standard Verification System for Long-Range Forecasts (SVSLRF) defined in section 2.3.3;

- Provide up-to-date information on methodology used by the GPC;

- Make products accessible through the GPC Website and/or disseminated through the GTS and/or the Internet;

- Additional data or products to the minimum list as determined by Appendix 2.1.6-a could also be provided by GPCs on request by RCCs or NMCs. The RCCs and NMCs would adhere to conditions, if any, attached by the GPCs to these data and products. This additional list of data and products is given in Appendix 2.1.6-b.

- Given the anticipated improvements in skill of Long-range Forecasts (LRF) by using a Multi-model Ensemble (MME) approach, some GPCs can serve as collectors of global LRF data to build MME and to make MME LRF predictions. Such centres may become Lead Centres for Long-Range Forecast of Multi-model Ensemble prediction (LCs LRFMME). The list of such centres and the functions of LC-LRFMME are defined in section 2.2.3. The list of data that GPCs may supply to a LC-LRFMME is defined on LRFMME Websites.

Centres that are designated as Global Producing Centres for Long-range Forecasts (GPCs) are as follows: Beijing, CPTEC (Brazil), Exeter, Melbourne, Montreal, Moscow, Pretoria, Seoul, Tokyo, Toulouse, Washington and ECMWF.

	RESPONSIBILITY ANDCOORDINATION

GPC for Long-Range Forecast

	To be proposed by:
	CBS/ET-ELRF
	
	

	To be approved by:
	CBS
	
	

	To be decided by:
	EC / Congress
	
	

	DESIGNATION

	To be approved by:
	CBS
	
	

	To be decided by:
	EC / Congress
	
	

	COMPLIANCE

	To be monitored by:
	ET-ELRF
	
	

	To be reported to:
	CBS/ICT-DPFS
	CBS
	


2.1.6. Wave and storm surges numerical forecasting

To be developed
2.1.7. Nowcasting

Centre(s) participating in activity 2.1.7, nowcasting, shall:

· Operate a system, including a web-based graphical service, describing in near real-time the current state of the weather in detail and the prediction of changes in a few hours over their area of interest or parts of that area

· Provide access to this service to neighbouring NMHSs whose operational warning services may benefit from it
· Identify targeted events and/or thresholds in agreement with selected users’ decision making processes

· Prepare verification statistics and evaluations of the system, including a subset of results focused on users’ decision making
· Contribute to collaborative efforts to establish standards and criteria for assessing nowcasting systems and their components
· Make available on a web site up-to-date information on the characteristics of the system. The minimum information to be provided is given in Appendix ...

· Promote information exchange, comparison and validation of various nowcasting systems and techniques
2.2. Specialized activities

2.2.1. Regional severe weather forecasting

This activity includes a Network of Regional Centre(s) and associated National Meteorological Centres (NMCs) within a geographical region. Regional Centre(s) participating in activity 2.2.1, regional severe weather forecasting, shall:

· Identify targeted severe events and domain in agreement with associated NMCs

· Develop and maintain a dedicated web site and portal (with a password protection, as appropriate)

· Issue Daily Severe Weather Forecasting Guidance products for associated NMCs containing an interpretation of deterministic, EPS and satellite-based products

· Gather information on available resources of forecasting guidance, including NWP/EPS and satellite-based products, and assort all information on a dedicated web site and portal 

National Meteorological Centres (NMCs) associated in activity 2.2.1 shall:

· provide criteria for severe weather

· evaluate products, including the Daily Severe Weather Forecasting Guidance, and provide feedback to the Regional Centre(s)

· ensure that warnings are issued

	RESPONSIBILITY AND (if required) COORDINATION 

(Changes to Activity Specification)

	To be proposed by:
	CBS/SG-SWFDP
	CBS/ICT-DPFS
	

	To be approved by:
	CBS
	
	

	To be decided by:
	EC / Congress
	
	

	DESIGNATION

	To be approved by:
	CBS
	
	

	To be decided by:
	EC / Congress
	
	

	COMPLIANCE

	To be monitored by:
	CBS/SG-SWFDP
	
	

	To be reported to:
	CBS/ICT-DPFS
	CBS
	


2.2.2. Climate prediction and information

To be developed
2.2.3. Generation of LRF MME products

Centres designated as the Lead Centres for Long-Range Forecast of Multi-Model Ensemble (MME) prediction shall:

- Collect an agreed set of forecast data from Global Producing Centres (GPCs);

- Display GPCs forecasts in standard format;

- Promote research and experience in MME techniques and provide guidance and support on MME techniques to GPCs, RCCs and NMHSs;

- Based on comparison among different models, provide feedback to GPCs about the models’ performance;

- Generate an agreed set of lead centre (LC) core (Appendix 2.2.3-a) and additional (Appendix 2.2.3-b) information products;

- Provide Web pages to satisfy requirements for regional display of Lead Centre products (for example, for RCOF coordinators);

- Where possible verify the LC products using the SVSLRF;

- Redistribute digital forecast data as described in Appendix 2.2.3-c for those GPCs that allow it;

- Handle requests for the password for the Website and data distribution; maintain a database recording the users who have requested access to data/products and the frequency of access;

- Maintain an archive of the real-time GPC and MME forecasts.

GPC Seoul and GPC Washington are jointly recognized as a Lead Centre for Long range Forecast of Multi-model Ensemble (MME) prediction, including responsibility for a Web portal of GPC and MME products with global coverage.

	RESPONSIBILITY ANDCOORDINATION

Lead Centers for Long-Range Forecast of Multi-Model Ensemble (LC-LRFMME) prediction

	To be proposed by:
	CBS/ET-ELRF
	
	

	To be approved by:
	CBS
	
	

	To be decided by:
	EC / Congress
	
	

	DESIGNATION

	To be approved by:
	CBS
	
	

	To be decided by:
	EC / Congress
	
	

	COMPLIANCE

	To be monitored by:
	ET-ELRF
	
	

	To be reported to:
	CBS/ICT-DPFS
	CBS
	


2.2.4. Tropical Cyclone forecasting

To be developed
2.2.5. Volcanic ash advisory services for aviation

A Member having accepted, by regional air navigation agreement, the responsibility for providing a VAAC within the framework of the International Airways Volcano Watch (IAVW), shall arrange for that centre to respond to a notification that a volcano has erupted, or is expected to erupt or volcanic ash is reported in its IAVW area of responsibility, by arranging for that centre to: 

· Maintain a 24-hour watch;

· Coordinate with the responsible volcano observatories and neighbouring VAACs; 

· Monitor and coordinate the availability of volcanic ash related observations and reports, in particular geostationary and polar-orbiting satellite data to detect the existence, extent and movement of volcanic ash in the atmosphere in the agreed area of forecast responsibility;

· Activate a (and/or make use of other VAACs) volcanic ash numerical transport/ dispersion prediction model(s) to forecast the extent and movement of volcanic ash in the atmosphere in the agreed area of forecast responsibility;

· Produce, disseminate and update advisory information on the forecast extent and movement of volcanic ash in the atmosphere in accordance with the provisions made in ICAO Annex 3- Meteorological Service for International Air Navigation and the ICAO ‘Handbook on the International Airways Volcano Watch (IAVW) — Operational Procedures and Contact List’ (Doc 9766) until such time as the volcanic ash is no longer identifiable from satellite data, no further reports of volcanic ash are received from the agreed forecast area, and no further eruptions of the volcano are reported.
2.2.6. Response to Marine Environmental Emergencies

To be developed
2.2.7. Response to Nuclear Environmental Emergencies

To be developed
2.2.8. Response to non-Nuclear Environmental Emergencies

This activity includes Regional Centre(s) and associated National Meteorological Centres within a geographical region. Regional Centre(s) participating in activity 2.2.8, Response to non-Nuclear Environmental Emergencies, shall:

· Prepare on request atmospheric transport forecast or hindcast products relating to events in which hazardous non-nuclear contaminants have been released into the atmosphere. The criteria for activation of the Regional support procedures are defined in Appendix A.II.2.2.8.a.

· Within 1 hour of a request from a Delegated Authority make available on the WIS a range of these products. The minimum list to be made available, including parameters, forecast range, time steps and frequency, is given in Appendix A.II.2.2.8b.

· Use agreed standard emission source parameters for atmospheric transport modelling when actual source information is not available. Standard source parameters for a range of release scenarios are given in Appendix A.II.2.2.8c.
· Make available on a web site up-to-date information on the characteristics of its atmospheric transport modelling system. The minimum information to be provided is given in Appendix A.II.2.2.8d.
National Meteorological Centres (NMCs) associated in activity 2.2.8 shall:

· Request via the national Delegated Authority that a Regional Centre(s) provide products relating to events in which hazardous non-nuclear contaminants have been released into the atmosphere. Requests should be made by e-mailing the completed form in Appendix A.II.2.2.8e to the appropriate Regional Centre(s).

· Provide to the Regional Centre(s) information on the source emission strength when available.

	RESPONSIBILITY AND (if required) COORDINATION 

(Changes to Activity Specification)

	To be proposed by:
	CBS/ET-NNERA
	CBS/ICT-DPFS
	

	To be approved by:
	CBS
	
	

	To be decided by:
	EC / Congress
	
	

	DESIGNATION

	To be approved by:
	CBS
	
	

	To be decided by:
	EC / Congress
	
	

	COMPLIANCE

	To be monitored by:
	CBS/ET-NNERA
	
	

	To be reported to:
	CBS/ICT-DPFS
	CBS
	


2.2.9. Sand and Dust Storm advisory services

Centres participating in activity 2.2.9, atmospheric sand and dust forecasts, shall:
(Preliminary functions)

· Identify the geographical domain for its responsibility.
· Build a web portal to display forecast products as well as additional information.
· Implement a system to collect users’ feedback.
(Real-time functions)
· Prepare regional forecast fields using a dust forecast model continuously throughout the year on a daily basis. The model shall consist of a numerical weather prediction model incorporating on-line parameterizations of all the major phases of the atmospheric dust cycle.
· Disseminate via web portal the forecast products in pictorial form not later than 12 hours after the starting forecast time. The minimum list to be made available, including parameters, forecast range, time steps and frequency, is given in Appendix A.II.2.2.9. 

· Issue an explanatory note on the web portal when operations are stopped due to technical problems.
· Provide information to alert the national authorities to the possible occurrence of sand and dust events and help them in the issuance of warning advisories.
(Non-real-time functions)
· Store the generated products in WMO GRIB format.
· Maintain the web portal built to display forecast products as well as additional information.
· Perform seasonal and annual forecast evaluation based on available observational data.
· Issue annual activity reports.
· Support user training courses.
· Provide information on methodologies and product specifications and the guidance on their use.
	RESPONSIBILITY AND (if required) COORDINATION 

(Changes to Activity Specification)

	To be proposed by:
	CAS/Steering Group of SDS-WAS
	CBS/ET-nNERA
	CBS/ICT-DPFS

	To be approved by:
	CAS/Steering Group of SDS-WAS
	CAS (WWRP/JSC)
	CBS

	To be decided by:
	EC / Congress
	
	

	DESIGNATION

	To be approved by:
	CAS (WWRP/JSC)
	CBS
	

	To be decided by:
	EC / Congress
	
	

	COMPLIANCE

	To be monitored by:
	CAS/Steering Group of SDS-WAS
	CBS/ET-nNERA
	

	To be reported to:
	CBS/ICT-DPFS
	CAS (WWRP/JSC)
	CBS


2.3. Non real time coordination activities

2.3.1. Coordination of deterministic NWP verification

The centre(s) participating in activity 2.3.1, coordination of deterministic NWP verification, shall be designated as Lead Centre(s) for deterministic NWP verification.

These centre(s) shall:

· Provide the facility for the GDPFS Centres producing global NWP to automatically deposit their standardized verification statistics as defined in appendix A.II.2.3.1, and access to these verification statistics

· Maintain an archive of the verification statistics to allow the generation and display of trends in performance

· Monitor the received verification statistics and consult with the relevant participating centre if data is missing or suspect

· Collect annually from the participating centres information on their implementation of the standardized verification system, confirm any changes to their implementation (including the annual change of station list, changes in additional statistics) and changes in their NWP models. 

· Provide access to standard data sets needed to perform the standard verification, including climatology and lists of observations and keep this up to date according to CBS recommendation

· Provide on its (their) website(s):

· consistent up-to-date graphical displays of the verification results from participating Centres through processing of the received statistics

· relevant documentation including access to the standard procedures required to perform the verification, and links to the websites of GDPFS participating Centres

· contact details to encourage feedback from NMHSs and other GDPFS Centres on the usefulness of the verification information

These centre(s) may also provide access to standardized software for calculating scoring information. 

	RESPONSIBILITY AND (if required) COORDINATION 

(Changes to Activity Specification)

	To be proposed by:
	CBS/CG-FV
	CBS/ICT-DPFS
	

	To be approved by:
	CBS
	
	

	To be decided by:
	EC / Congress
	
	

	DESIGNATION

	To be approved by:
	CBS
	
	

	To be decided by:
	EC / Congress
	
	

	COMPLIANCE

	To be monitored by:
	CBS/CG-FV
	
	

	To be reported to:
	CBS/ICT-DPFS
	CBS
	


2.3.2. Coordination of EPS verification

The centre(s) participating in activity 2.3.2, coordination of EPS verification, shall be designated as Lead Centre(s) for EPS verification.

These centre(s) shall:

· Provide the facility for the GDPFS Centres producing global EPS to automatically deposit their standardized verification statistics as defined in appendix A.II.2.3.2, and access to these verification statistics

· Maintain an archive of the verification statistics to allow the generation and display of trends in performance

· Monitor the received verification statistics and consult with the relevant participating centre if data is missing or suspect

· Provide access to standard data sets needed to perform the standard verification, including climatology and lists of specified observation sites and keep this up to date according to CBS recommendation

· Provide on its (their) website(s):

· consistent up-to-date graphical displays of the verification results from participating Centres through processing of the received statistics

· relevant documentation including access to the standard procedures required to perform the verification, and links to the websites of GDPFS participating Centres

· contact details to encourage feedback from NMHSs and other GDPFS Centres on the usefulness of the verification information

These centre(s) may also provide access to standardized software for calculating scoring information. 

	RESPONSIBILITY AND (if required) COORDINATION 

(Changes to Activity Specification)

	To be proposed by:
	CBS/ET-EPS
	CBS/ICT-DPFS
	

	To be approved by:
	CBS
	
	

	To be decided by:
	EC / Congress
	
	

	DESIGNATION

	To be approved by:
	CBS
	
	

	To be decided by:
	EC / Congress
	
	

	COMPLIANCE

	To be monitored by:
	CBS/ET-EPS
	
	

	To be reported to:
	CBS/ICT-DPFS
	CBS
	


2.3.3. Coordination of LRF verification

Centres designated as the Lead Centres for Standerdised Verification System for Long-Range Forecast (SVSLRF) shall:

- Provide access to standardized software for calculating scoring information (ROC curves, areas, contingency table scores, hit rates, …).  

- provide consistent graphical displays of the verification results from participating centres through processing of digital versions of the results; 

- contain relevant documentation and links to the web sites of global-scale producing centres;

- provide some means for the collection of feedback from NMHSs and RCCs on the usefulness of the verification information; 

- contain information and, preferably, provide access to available verification data sets;

- produce monthly verification data sets in common format on 2.5° x 2.5° grid where appropriate;

- liaise with other groups involved in verification (e.g. WGSIP, CCl, etc.) on the effectiveness of the current standardised verification system (SVS) and identify areas for future development and improvement;

- provide periodic reports to CBS and other relevant Commissions assessing the effectiveness of the SVS. 

- facilitate the availability of information to assess the skill of long-range forecasts but not to provide a direct inter-comparison between the GPCs’ models.

Detailed tasks for the Lead Centres for the SVSLRF, and verification scores, are listed in Appendix 2.3.6.

The WMO Fourteenth Congress endorsed the designation by CBS (Ext. 02) of WMC Melbourne and the Canadian Meteorological Centre Montreal as Co-Lead Centres for verification of long-range and SI forecast activities Congress.  The co-lead centre functions include creating and maintaining coordinated Web sites (http://www.bom.gov.au/wmo/lrfvs/) for the LRF verification information, so that potential users would benefit from a consistent presentation of the results.  The goal is to help the RCCs and NMHSs to have a tool for improving the long-range forecasts delivered to the public.  Congress urged all Members to actively participate in that activity as either users or producers of LRF verification information to assure the use of the best available products.

	RESPONSIBILITY ANDCOORDINATION

Lead Centers for Standardised Verification System for Long-Range Forecasts (SVSLRF)

	To be proposed by:
	CBS/ET-ELRF
	
	

	To be approved by:
	CBS
	
	

	To be decided by:
	EC / Congress
	
	

	DESIGNATION

	To be approved by:
	CBS
	
	

	To be decided by:
	EC / Congress
	
	

	COMPLIANCE

	To be monitored by:
	ET-ELRF
	
	

	To be reported to:
	CBS/ICT-DPFS
	CBS
	


2.3.4. Coordination of wave forecast verification

To be developed
2.3.5. Coordination of observation monitoring

To be developed
PART III – GDPFS IMPLEMENTATION
1.
TABLE OF ACTIVITIES with indication of centres and networks, consortia etc.

To be developed
2. TABLE OF CENTRES AND NETWORKS with indication of activities
To be developed
ACRONYMS 

To be developed
APPENDICES

APPENDICES

Appendix A.II.2.1.1-a

MINIMUM LIST OF PRODUCTS TO BE MADE AVAILABLE ON THE WIS

	Parameter
	Level
	Resolution
	Forecast range
	Time steps
	Frequency

	Geopotential height
	850/500/250
	1.5º x 1.5º
	Up to 3d /

Beyond 3d up to 6d
	Every 6h /

Every 12h
	Twice a day (00 and 12 UTC) /

Once a day 

	Temperature
	850/500/250
	
	
	
	

	u,v
	925/850/700/500/250
	
	
	
	

	Relative humidity
	850/700
	
	
	
	

	Divergence, vorticity
	925/700/250
	
	
	
	

	MSL pressure
	Surface
	
	
	
	

	2m Temp

10m u, 10m v

Total precipitation
	Surface
	
	
	
	


Additional recommended products

· To be developed

Appendix A.II.2.1.1-b
CHARACTERISTICS OF GLOBAL NWP SYSTEMS


[image: image1.emf]1. System

System name (version)

Date of implementation

2. Configuration 

Horizontal resolution of the model, with indication of grid spacing in km

Number of model levels

Top of model 

Forecast length and forecast step interval

Runs per day (Times in UTC)

Is model coupled to an ocean, waves, sea ice models? Specify which models

Integration time step

Additional comments

3. Initial conditions 

Data assimilation method 

Additional comments

4. Surface Boundary Conditions

Sea-surface temperature?  If yes, briefly describe method(s).

Land surface analysis?  If yes, briefly describe method(s).

Additional comments

5. Other details of model

What kind of soil scheme is in use?

How are radiations parametrized?

What kind of Large scale dynamics is in use (e.g. gridpoint semi-Lagrangian)? 

Hydrostatic? 

What kind of boundary layer parametrization is in use?

What kind of convection parametrization is in use?

What Cloud scheme is in use?

Other relevant details?

6. Further Information

Operational contact point

URLs for system documentation

URL for list of products


Appendix A.II.2.1.2-a
MINIMUM LIST OF PRODUCTS TO BE MADE AVAILABLE ON THE WIS

	Parameter
	Level
	Resolution
	Forecast range
	Time steps
	Frequency

	Geopotential height
	850/500/250
	0.5° x 0.5°
	1d
	Every 6h
	Twice a day

	Temperature
	850/500/250
	
	
	
	

	u,v
	925/850/700/500/250
	
	
	
	

	Relative humidity
	850/700
	
	
	
	

	Divergence, vorticity
	925/700/250
	
	
	
	

	MSL pressure
	Surface
	
	
	
	

	2m Temp

10m u, 10m v

Total precipitation
	Surface
	
	
	
	


Additional recommended products

· Vertical velocity

· Cloud cover

Appendix II.2.1.2-b
CHARACTERISTICS OF LIMITED AREA NWP SYSTEMS

	1. System 

	System name

	Date of implementation

	2. Configuration 

	Domain

	Horizontal resolution of the model, with indication of grid spacing in km

	Number of model levels

	Top of model 

	Forecast length and forecast step interval

	Runs per day (Times in UTC)

	Is model coupled to an ocean, waves, sea ice models? Specify which models

	Integration time step

	Additional comments

	3. Initial conditions 

	Data assimilation method 

	Additional comments

	4. Surface Boundary Conditions

	Sea-surface temperature?  If yes, briefly describe method(s).

	Land surface analysis?  If yes, briefly describe method(s).

	Additional comments

	5. Lateral Boundary Conditions

	Model providing lateral boundary conditions

	Lateral boundary conditions update frequency

	6. Other details of model

	What kind of soil scheme is in use?

	How are radiations parametrized?

	What kind of Large scale dynamics is in use (e.g. gridpoint semi-Lagrangian)? Hydrostatic? 

	What kind of boundary layer parametrization is in use?

	What kind of convection parametrization is in use?

	What Cloud scheme is in use?

	Other relevant details?

	7. Further Information

	Operational contact point

	URLs for system documentation

	URL for list of products


Appendix A.II.2.1.3-a

MINIMUM LIST OF PRODUCTS TO BE MADE AVAILABLE ON THE WIS

	Parameter
	Level
	Thresholds
	Resolution

(lat/lon grid)
	Forecast range
	Time steps
	Frequency

	Probability of Precipitation
	Surface
	1, 5, 10, 25, 50 mm and 100 mm/24 hours
	1.5º x 1.5º
	10d (or the maximum range if less)
	Every 12h
	Once a day 

	Probability of 10 m sustained wind and gusts 
	Surface
	10, 15 and 25 m s–1
	
	
	
	

	Probability of  Temperature anomalies
	850
	± 1, ± 1.5, ± 2 standard deviations with respect to a reanalysis climatology specified by the producing Centre
	
	
	
	

	Ensemble mean + spread (standard deviation) of Geopotential height
	500
	
	
	
	
	

	Ensemble mean + spread (standard deviation) of MSL pressure
	Surface
	
	
	
	
	

	Ensemble mean + spread (standard deviation) of wind speed
	850/250
	
	
	
	
	


Additional recommended products

· Location-specific time series of temperature, precipitation, wind speed, depicting the most likely solution and an estimation of uncertainty (“EPSgrams”). The definition, method of calculation and the locations should be documented.
· Tropical storm tracks (lat/long locations from EPS members).
Appendix II.2.1.3-b

CHARACTERISTICS OF GLOBAL EPS

	1. Ensemble System

	Ensemble name (version)

	Date of implementation

	2. Configuration of the EPS

	Horizontal resolution of the model, with indication of grid spacing in km

	Number of model levels

	Top of model 

	Forecast length and forecast step interval

	Runs per day (Times in UTC)

	Is there an unperturbed control forecast included? (Y/N)

	Number of perturbed ensemble members (excluding control)

	Is model coupled to an ocean, waves, sea ice models? Specify which models

	Integration time step

	Additional comments

	3. Initial conditions and Perturbations

	Initial perturbation strategy

	Optimisation time in forecast (if applicable)

	Horizontal resolution of perturbations (if different from model resolution)

	Initial perturbed area

	Data assimilation method for control analysis

	Are perturbations to observations employed? (Y/N)

	Perturbations added to control analysis or derived directly from ensemble analysis

	Perturbations in +/- pairs? (Y/N)

	Additional comments

	4. Model Uncertainty Perturbations

	Is model physics perturbed?  If yes, briefly describe method(s).

	Do all ensemble members use exactly the same model version, or are, for example, different parameterization schemes used? Please describe any differences.

	Is model dynamics perturbed? If yes, briefly describe method(s).

	Are the above model uncertainty perturbations applied to the control forecast? 

	Additional comments

	5. Surface Boundary Perturbations

	Perturbations to sea-surface temperature?  If yes, briefly describe method(s).

	Perturbations to soil moisture?  If yes, briefly describe method(s).

	Perturbations to surface wind stress or roughness?  If yes, briefly describe method(s).

	Any other surface perturbations?  If yes, briefly describe method(s).

	Are the above surface perturbations applied to the control forecast?

	Additional comments

	6. Other details of model

	What kind of soil scheme is in use?

	How are radiations parametrized?

	What kind of Large scale dynamics is in use (e.g. gridpoint semi-Lagrangian)? Hydrostatic? 

	What kind of boundary layer parametrization is in use?

	What kind of convection parametrization is in use?

	What Cloud scheme is in use?

	Other relevant details?

	7. Further Information

	Operational contact point

	URLs for system documentation

	URL for list of products


Appendix A.II.2.1.4-a

MINIMUM LIST OF PRODUCTS TO BE MADE AVAILABLE ON THE WIS 

	Parameter
	Level
	Thresholds
	Resolution

(lat/lon grid)
	Forecast range
	Time steps
	Frequency

	Probability of Precipitation
	Surface
	1, 5, 10, 25, 50 mm and 100 mm/24 hours
	0.5º x 0.5º
	2d (or the maximum range if less)
	Every 6h
	Once a day 

	Probability of 10 m sustained wind and gusts 
	Surface
	10, 15 and 25 m s–1
	
	
	
	

	Probability of Temperature anomalies
	850
	± 1, ± 1.5, ± 2 standard deviations with respect to a reanalysis climatology specified by the producing Centre
	
	
	
	

	Ensemble mean + spread (standard deviation) of Geopotential height
	500
	
	
	
	
	

	Ensemble mean + spread (standard deviation) of MSL pressure
	Surface
	
	
	
	
	

	Ensemble mean + spread (standard deviation) of wind speed 
	850/250
	
	
	
	
	


Additional recommended products

· Location-specific time series of temperature, precipitation, wind speed, depicting the most likely solution and an estimation of uncertainty (“EPSgrams”). The definition, method of calculation and the locations should be documented.

· Tropical storm tracks (lat/long locations from EPS members).

Appendix II.2.1.4-b

CHARACTERISTICS OF LIMITED AREA EPS

	1. Ensemble System

	Ensemble name (version

	Date of implementation

	2. Configuration of the EPS

	Horizontal resolution of the model, with indication of grid spacing in km

	Number of model levels

	Top of model 

	Forecast length and forecast step interval

	Runs per day (Times in UTC)

	Is there an unperturbed control forecast included? (Y/N)

	Number of perturbed ensemble members (excluding control)

	Is model coupled to an ocean, waves, sea ice models? Specify which models

	Integration time step

	Additional comments

	3. Initial conditions and Perturbations

	Initial perturbation strategy

	Optimisation time in forecast (if applicable)

	Horizontal resolution of perturbations (if different from model resolution)

	Initial perturbed area

	Data assimilation method for control analysis

	Are perturbations to observations employed? (Y/N)

	Perturbations added to control analysis or derived directly from ensemble analysis

	Perturbations in +/- pairs? (Y/N)

	Additional comments

	4. Model Uncertainty Perturbations

	Is model physics perturbed?  If yes, briefly describe method(s).

	Do all ensemble members use exactly the same model version, or are, for example, different parameterization schemes used? Please describe any differences.

	Is model dynamics perturbed? If yes, briefly describe method(s).

	Are the above model uncertainty perturbations applied to the control forecast? 

	Additional comments

	5. Surface Boundary Perturbations

	Perturbations to sea-surface temperature?  If yes, briefly describe method(s).

	Perturbations to soil moisture?  If yes, briefly describe method(s).

	Perturbations to surface wind stress or roughness?  If yes, briefly describe method(s).

	Any other surface perturbations?  If yes, briefly describe method(s).

	Are the above surface perturbations applied to the control forecast?

	Additional comments

	6. Other details of model

	What kind of soil scheme is in use?

	How are radiations parametrized?

	What kind of Large scale dynamics is in use (e.g. gridpoint semi-Lagrangian)? Hydrostatic? 

	What kind of boundary layer parametrization is in use?

	What kind of convection parametrization is in use?

	What Cloud scheme is in use?

	Other relevant details?

	7. Regional Ensemble specifics

	Regional domain descriptor (lat/long of boundaries)

	Normal source of boundary conditions

	Are boundary conditions perturbed?

	Specification of boundary conditions required.

	Are boundary condition requirements compatible with any other global models or standards? If so, please describe

	Additional comments

	8. Further Information

	Operational contact point

	URLs for system documentation

	URL for list of products


Appendix 2.1.6-a

	Parameter
	Coverage
	Resolution
	Forecast range or Lead Time
	Temporal Resolution
	Output Type
	Issuance Frequency

	2-meter Temperature
	Global
	2.5º x 2.5º
	Any forecast range (lead time) between 0 and 4 months
	Averages over 1-month or longer periods (seasons)
	Calibrated outputs with mean and spread of distribution; Calibrated probabilities for tercileforecast categories 
	Monthly or at least quarterly 

	Sea Surface Temperature
	Global
	
	
	
	
	

	Total Precipitation
	Global
	
	
	
	
	

	500 hPa Height
	Global
	
	
	
	Calibrated outputs with mean and spread of distribution
	

	Mean Sea Level Pressure
	Global
	
	
	
	
	

	850 hPa Temperature
	Global
	
	
	
	
	


Notes and clarification on Appendix 2.1.6-a:

- Output types: Either rendered images (e.g. forecast maps and diagrams) or digital; data. GRIB-2 format should be used for products posted on FTP sites or disseminated through the GTS;

- Definition of lead time: for example, a three-monthly forecast issued on 31 December has a lead time of 0 months for a January-to-March forecast, and a lead time of 1 month for a February-to-April forecast.);

- “Calibrated” implies correction based on systematic errors in model climatology, using at least 15 years of retrospective forecasts;

- Information on how category boundaries are defined should be made available;

- Tercile categories should be provided, consistent with present capabilities. Information for larger numbers of categories (e.g. deciles) is foreseen, however, as capabilities increase and to match better the anticipated end user requirements;

- Indications of skill including hindcast should be provided in accordance with recommendations from CBS on the standardized verification system (Attachment II.8). The minimum required is level 1 and level 2 verification. The verification of the Niño3.4 index will only apply to those centres producing such indices. However, GPCs are encouraged to provide level 3 verification. Verification results over the hindcast period are mandatory.

Appendix 2.1.6-b

Additional information that may be provided by GPCs

Other Long-range Forecast data, products or other information, in addition to the minimum list in Appendix 2.3.2-a, which could also be provided by GPCs on request by RCCs or NMCs (the RCCs and NMCs would adhere to conditions, if any, attached by the GPCs to these data and products):

1. Grid point value (GPV) products:

• Hindcast and forecast data for downscaling algorithms;

• Data for RCM boundary and initial conditions;

• Predicted global weekly values of SST.

2. Information to assist in building capacity in areas such as:

• Interpretation and use of extended-range forecast and LRF products;

• Downscaling techniques (both statistical and dynamical);

• Verification techniques (for local verification of RCC generated products);

• Development of local user applications for RCC downscaled products;

• Use and implementation of regional climate models.

Appendix 2.2.3-a

Core information to be available from the LC-LRFMME

1. GPC digital products

Global fields of forecast anomalies as supplied by GPCs, and listed below (for GPCs that allow redistribution of their digital data):

Monthly mean anomalies for individual ensemble members and ensemble mean for at least each of three months following the month of submission, for example, March, April, May if the month of submission is February:

· Surface (2 m) temperature

· Sea surface temperature

· Total precipitation rate

· Mean sea level pressure

· 850 hPa temperature

· 500 hPageopotential height

Note: Definitions of the content and format for the supply of data to the Lead Centre by GPCs and terms of exchange are available on the LC-LRFMME Websites.

GPCs not currently able to participate in this additional exchange of data are encouraged to do so in the future.

2. Graphical products

Plots and maps for each GPC forecast displayed in common format on the LC Website, for the variables listed in section 1 of Appendix 2.2.3-aand for selectable regions where appropriate, showing for 3-month means or accumulations:

· Ensemble “plumes” of Niño indices (1-month means);

· Ensemble mean anomalies;

· Probabilities of above/below median;

· Model consistency plots, i.e maps showing the proportion of models predicting the same sign anomaly;

· Multi-model probabilities of above/below median.

Appendix 2.2.3-b 

Additional information to be available from the LC-LRFMME

As part of research and development Lead Centres may make available products based on forecast and hindcast data from the subset of GPCs that are able to supply them. These products are additional information to help GPCs, RCCs and NMCs to further develop MME techniques and their application. GPCs not currently able to participate in this additional exchange of data are encouraged to do so in the future.

1. GPC digital products

Global forecast fields and corresponding hindcasts for the fields listed in section 1 of Appendix 2.2.3-a, and additional variables to be agreed, for those GPCs that allow redistribution.

2. Graphical products

Forecast maps for each GPC displayed in common format on the LC Website, for the variables listed in section 1 of Appendix 2.2.3-aand for selectable regions where appropriate, showing for 3-month means or accumulations:

· Tercile category probabilities;

· Model consistency plots for most likely tercile category;

· Multi-model probabilities for probabilities for tercile categories, using various established and experimental multi-modelling methods.

These additional products will be distinguished from Lead Centre core products listed in Appendix 2.2.3-a.

3. Visualization and graphical products

The recommended temporal resolution, lead times, variables and update frequencies for images are those prescribed for GPCs in Appendix 2.1.6.-a

· Forecasts for individual GPCs will be displayed in common graphical format in a way that allows comparison;

· The geographical regions displayed will be interactively selectable, or at minimum:

· Globe

· Northern extratropics

· Southern extratropics

· Tropics

· Niño regions (for SST plumes)

· The research and development products in sections 1 and 2 of Appendix 2.2.3-b will be distinguished from the Lead Centre products in Appendix 2.2.3-a;

· Graphical forecast products displayed will be accompanied by disclaimers stating that the forecasts do not have precedence over the final forecast for any country or region as produced by the NMHS or RCC for that country or region.

Appendix 2.2.3-c

Access to GPC data and visualization products held by the Lead Centres for LRFMME

· Access to GPC data and graphical products from LC-LRFMME Websites will be by Website password;

· Digital GPC data will be only redistributed in cases where the GPC data policy allows it. In other cases, requests for GPC output should be referred to the relevant GPC;

· Recognized GPCs, RCCs, NMHSs and institutions hosting RCOFs, such as ACMAD and ICPAC, are eligible for password protected access to information held and produced by the LC-LRFMME;

· Potential new users not belonging to the above categories may request access from an LC-LRFMME, which will refer the request to the designated GPCs. Decisions to allow access must be unanimous. The Lead Centre will be informed of new users accepted for access;

· A list of users provided with password access will be maintained by LC-LRFMME and reviewed by the GPCs, to measure the degree of effective use and also to review any changes in status of eligible users. The GPCs and the LC-LRFMME will report on the review to the CBS Expert Team on Extended- and Long-range Forecasting.

Appendix A.II.2.2.8a

I - CRITERIA FOR ACTIVATION OF REGIONAL SUPPORT PROCEDURES FOR NON-NUCLEAR EMERGENCY RESPONSE
1. Definition  of non-nuclear release

Environmental emergencies can be defined as an uncontrolled, unplanned, or accidental release of 

a hazardous substance into the environment that could have an immediate adverse effect on human and animal life or the environment. These releases are primarily the result of accidents, system failures due to improper maintenance or human error in activities, such as those associated

with industries. Environmental emergencies could also refer to a broader area of the sudden and acute release of hazardous substances into the environment, including those that are of natural origins. The important element is the immediate threat which such substances poses to humans

and the environment. In this definition, this area includes smoke from large wildland fires, ash from volcanic eruptions, out-gassing from deep lakes, large chemical releases and dust- or sand-storms.   WMO-TD/No. 778 Annex 8 already defines the requirements that a Regional Specialized Meteorological Center(RSMC) must have in order to respond to chemical releases and these will be used as a guidline for non-nuclear releases.  This document defines the release type that could invoke activation of an RSMC response.

 WMO has in place operational international arrangements with the International Atomic Energy Agency (IAEA) to trigger specialized meteorological support to environmental emergency response related to nuclear accidents and radiological emergencies, when needed. Therefore, this document covers only non-nuclear environmental emergency response.

2. Criteria for Operational Meteorological Center Response

WMO has expanded the scope and capabilities of its programme of Emergency Response Activities from its present operational arrangements for nuclear emergencies to include non nuclear environmental emergencies—the area of chemical incidents and emergencies is one under exploration and development. Many National Meteorological and Hydrological Services have a national responsibility to provide meteorological support in the event of a chemical accident. The services range from weather observations, forecasts and warnings provided to field operations, to the provision of specialized products and expert advice on the atmospheric dispersal of pollutants. Some governments are investing and cooperating in science and technology and reviewing operational arrangements to enhance their respective level of security measures, including in the areas of environmental monitoring in complex environments and numerical modeling and simulations for detection, assessment and prediction of atmospheric transport of hazardous materials. All these aspects contribute to the management of risk in the context of disaster.

A. Source Type

The non-nuclear Emergency Response Activities (ERA) program has already concluded that priority would be given to :

· Significant chemical releases from an instantaneous or long duration release.

· Smoke from large fires

Other WMO efforts are already addressing response for volcanic ash and sand dust storm events.

B.  Source Specification

The exact source emission strength may not be known, however, Atmospheric Transport Model (ATM) predictions would provide useful information to the responder on the likely downwind location of the plume.  Therefore, an initial response could include an agreed upon release quantity that would be consistent with the characteristics of the accident (e.g. motor vehicle, rail tanker, ship, chemical plant) and could later be refined as source emission information became available. 

For wild-land fires, several emission models are available that depend on vegetation type and soil moisture (bottom-up models, e.g.: BlueSky, FLAMEB, Fig. 1 ) or from satellite estimates of fire radiative power (FRP,  top-down models from MODIS satellite,  DaSilva, et al…).  Therefore, it is recommended that an RSMC utilize a wild-fire emission model if possible.

For chemical releases, an RSMC should have access to a chemical inventory or emissions model such as the NOAA CAMEO system to further refine dispersion predictions.  Although many accident scenarios will show transport and dispersion features influenced by local conditions such as terrain induced drainage for dense gas releases or the interaction of mountain-valley flows and the impact of elevated releases on nearby terrain, these more local scale may be difficult to address  by through RSMC supported modeling.

C.  Downwind Impact

The potential downwind impact depends on the quantity and type of substances released and the environmental conditions into which the substances have been released and persist. In many cases, only local conditions are critical, whereas in other situations, long-range transport processes are in important.An Operational Meteorological Center would respond to a non-nuclear release with the following downwind transport criteria:

This program will consider releases that have the potential for long-range impacts on human health.  Long range is defined as distances greater than 50 km where simple Gaussian plume models fail. Releases that cross country boundaries will also be of significance and should be considered for response.
This will naturally also limit response to chemical releases with large emissions and/or longer life times such as the the Bophal, India  Bunsfield, UK chemical releases. The same is true for fire  smoke events (e.g : 1991 Kuwait oil fires).  For shorter range emissions, the NMHS center or appropriate country emergency response would lead the modeling efforts with in-house capabilities or models provided by the RSMC if requested.  Note that to determine the potential downwind impact of any atmospheric incident it is necessary to have an initial estimate of the potential magnitude of the source term, which is why it is important, as noted in section B, that each accident class has an agreed upon pre-defined realistic source term.

Appendix A.II.2.2.8b
MINIMUM LIST OF PRODUCTS

(To be developed…)

The basic set of products to be provided by Regional Centres comprises a set of maps showing:

· Three-dimensional trajectories starting at 10, 50, 100 and 150 m above the ground, with particle locations at hourly intervals up to 36 hours;

· Time-integrated airborne concentrations within the layer 150 m above the ground.

· Time-integrated surface deposition fields, where relevant.

Appendix A.II.2.2.8c
STANDARD EMISSION SOURCE PARAMETERS

(To be developed…)

	Scenario
	Type of Event
	Chemical Type
	Rate of Emission
	Vertical Distribution

	Automobile fire
	Fire
	-
	XX
	XX

	Rail Tanker/Ship
	Fire
	-
	XX
	XX

	
	Chemical Leak
	XX
	XX
	XX

	Chemical Plant
	Fire
	-
	XX
	XX

	
	Chemical Leak
	XX
	XX
	XX

	Terrorist Incident
	Biological Release
	XX
	XX
	XX

	Animal Disease Outbreak
	Foot and Mouth
	-
	-
	-


Appendix A.II.2.2.8d 
CHARACTERISTICS OF ATMOSPHERIC TRANSPORT MODELLING SYSTEM
(To be developed. The list below is an example based on Limited Area NWP model characteristics)

1. System

System name

Date of implementation

2. Configuration

Domain

Horizontal resolution of the model, with indication of grid spacing in km

Number of model levels

Top of model

Forecast length and forecast step interval

Runs per day (Times in UTC)

Is model coupled to an ocean, waves, sea ice models? Specify which

models

Integration time step

Additional comments

3. Initial conditions

Data assimilation method

Additional comments

4. Surface Boundary Conditions

Seasurface

temperature? If yes, briefly describe method(s).

Land surface analysis? If yes, briefly describe method(s).

Additional comments

5. Lateral Boundary Conditions

Model providing lateral boundary conditions

Lateral boundary conditions update frequency

6. Other details of model

What kind of soil scheme is in use?

How are radiations parametrized?

What kind of Large scale dynamics is in use (e.g. gridpoint semiLagrangian)?

Hydrostatic?

What kind of boundary layer parametrization is in use?

What kind of convection parametrization is in use?

What Cloud scheme is in use?

Other relevant details?

7. Further Information

Operational contact point

URLs for system documentation

URL for list of products

Appendix A.II.2.2.8e
REQUEST FORM TO ACTIVATE REGIONAL CENTRE RESPONSE

(To be developed. Example based on current activation form)

ENVIRONMENTAL EMERGENCY RESPONSE ALERT

REQUEST FOR WMO RSMC SUPPORT BY DELEGATED AUTHORITY

This form should be sent by e-mail to the RSMC. At the same time, the Delegated Authority must immediately call the

RSMC to confirm the transmission of this request for RSMC support.

(This section must be completed in full)

TYPE: . . . . . . . . . . . . . . . . . . . . . . . . . . . . .(EVENT OR EXERCISE ) Date/time of request: ........................................(UTC)

INITIAL or UPDATE

NAME OF DELEGATED AUTHORITY: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

COUNTRY: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

DELEGATED AUTHORITY TELEPHONE/FAX NUMBERS: (……) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .(Tel.)

(……) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .(Fax)

REPLY TELEPHONE/FAX NUMBERS FOR NMS OF

REQUESTING COUNTRY: (……) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (Tel.)

(……) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .(Fax)

NAME OF RELEASE SITE: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .(facility and place)

GEOGRAPHICAL LOCATION OF RELEASE: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .(lat./long. decimal degrees

N or S; E or W)

(helpful information for improved simulation)

SITE ELEVATION: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .(m)

LOCAL METEOROLOGICAL CONDITIONS NEAR ACCIDENT: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .(wind speed and direction/weather/cloudiness, etc.)

OTHER INFORMATION: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .(nature of accident, cause, fire explosion, controlled release,

foreseeable development, normal activity, projected conditions, etc.)

(essential accident information for model simulation — if not available, model will execute with standard default values)

RELEASE CHARACTERISTICS:

START OF RELEASE: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .(date/time, UTC)

DURATION: . . . . . . . . . . . . . . .(hours), or end of release . . . . . . . . . . . . . . . . . . . . . . .(date/time, UTC)

TOTAL RELEASE QUANTITY: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .(Unit)

OR POLLUTANT RELEASE RATE: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .(Unit/hour)

EFFECTIVE HEIGHT OF RELEASE: Surface: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .or

Stack height: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .(m), or

Aloft: top . . . . . . . . . . . . . . . . . . . . . . .(m), base . . . . . . . . . . . . . . . . .(m)

(to be completed by RSMC)

DATE/TIME OF RECEIPT OF REQUEST: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .(UTC)

DATE/TIME OF RETURN CONFIRMATION OF RECEIPT: .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .(UTC)
Appendix A.II.2.2.9

MINIMUM LIST OF PRODUCTS TO BE MADE AVAILABLE ON THE WEB PORTAL

	Parameter
	Unit
	Resolution
	Forecast range
	Time steps
	Frequency

	Dust load
	kg•m-2
	0.5° x 0.5°
	Up to 

72 hours
	Every 3 hours
	Once or Twice a day (00 and/or 12 UTC)

	Dust concentration at the surface
	µg•m-3
	
	
	
	

	Dust optical depth 
at 550 nm
	n/a
	
	
	
	

	3-hour accumulated dry and wet deposition
	kg•m-2
	
	
	
	


Appendix A.II.2.3.1

I – STANDARDIZED VERIFICATION OF DETERMINISTIC NWP PRODUCTS
1.
Introduction 

This Appendix presents detailed procedures for the production and exchange of a standard set of verification scores for deterministic NWP forecasts produced by GDPFS centres. The goal is to provide consistent verification information on the NWP products of GDPFS participating centres for forecasters in the NMHSs and to help the GDPFS Centres compare and improve their forecasts. Scores will be exchanged between the participating producing centres via the Lead Centre for DNV. The Lead Centre functions, as described in II.2.3.1, include creating and maintaining a website for Deterministic NWP verification information, so that potential users will benefit from a consistent presentation of the results. 

The term “deterministic NWP” refers to single integrations of NWP models providing products defining single future states of the atmosphere (as distinct from ensemble prediction systems where multiple integrations provide a range of future states).

The standardized verification should provide key relevant information appropriate to the state-of-the-art in NWP, while being as simple and as easy to implement as possible, and ensuring a consistent implementation across participating centres, in particular in the interpolation to verification grid, and use of a common climatology and set of observations.
2.
Verification statistics

The following subsections define two sets of verification statistics. A mandatory set shall be provided by all participating centres. A set of additional recommended statistics is also defined which all centres should provide if possible. The current specifications are for the verification of upper-air fields. The specifications will be expanded as recommended procedures for surface parameters (including 2m Temp, wind, total precipitation) are developed and in response to changing user requirements. The detailed procedures are required to ensure it is possible to compare results from the different participating centres in a scientifically valid manner.

3.
Parameters

Extra-tropics


Mandatory

· Mean sea-level pressure (verification against analysis only)

· Geopotential height at 850, 500 and 250 hPa

· Temperature at 850, 500 and 250 hPa

· Wind at 925, 850, 700, 500 and 250 hPa

· Relative humidity at 850 and 700 hPa

Additional recommended

· Geopotential height, temperature, wind at 100 hPa

Tropics

Mandatory

· Geopotential height at 850 and 250 hPa

· Temperature at 850 and 250 hPa

· Wind at 850 and 250 hPa

· Relative humidity at 850 and 700 hPa

4.
Forecast times

Scores shall be computed daily for forecasts initialised at 00 UTC and 12 UTC separately. For those centres not running forecasts from either 00 UTC or 12 UTC, scores may be provided for forecasts initiated at other times and must be labelled as such. 

5.
Forecast steps

Every 12h to the end of the forecast range.

6.
Areas

Northern hemisphere extra-tropics 

90°N - 20°N, inclusive, all longitudes

Southern hemisphere extra-tropics 

90°S - 20°S, inclusive, all longitudes

Tropics 




20°N - 20°S, inclusive, all longitudes

North America 



25°N–60°N 50°W–145°W

Europe/North Africa



25°N–70°N 10°W–28°E

Asia 





25°N–65°N 60°E–145°E

Australia/New Zealand 


10°S–55°S 90°E–180°E

Northern polar region



90°N - 60°N, inclusive, all longitudes

Southern polar region



90°S - 60°S, inclusive, all longitudes

Verification against analyses for grid points within each area, including points on the boundary.

7.
Verification against analyses

7.1
Grid and interpolation

All parameters shall be verified against the centre’s own analysis on a regular 1.5° x 1.5° grid.  

In selecting the verification grid, consideration has been given to the variety of resolutions of current global NWP models, the resolved scales of models (several grid-lengths), the resolution of the available climatologies, the potential to monitor long-term trends in performance (including earlier, lower resolution forecasts) and computational efficiency.

Interpolation of higher resolution model fields to the verification grid shall be performed to retain features at the scale of the verification grid but not to introduce any additional smoothing. The following procedures shall be used:

· Spectral fields: truncate to equivalent spectral resolution (T120) for verification grid

· Grid point fields: use area-weighting to interpolate to verification grid

For scores requiring a climatology the climatology is made available via the LC-DNV website on the verification grid and needs no further interpolation.

8.
Verification against observations

8.1
Observations

All parameters listed in section 3, except mean sea-level pressure, shall be verified against a common set of radiosondes. The list of radiosonde observations for each area is updated annually by the CBS Lead Centre for radiosonde monitoring. The chosen stations’ data must be available to all the centres and be of sufficient quality on a regular basis. Consultation with all centres (usually by electronic mail) is desirable before establishing the final list. The current list is available via the website of the LC-DNV. The LC-DNV will contact all participating centres when the new list is available and inform them of the date from which the new list shall be used. 

The observations used for verification shall be screened to exclude those with large errors. In order to do this, it is recommended that centres exclude values rejected by their objective analysis. Moreover, centres which apply a correction to the observations received on the GTS to remove biases (e.g. radiation correction), should use the corrected observations to compute verification statistics.

8.2
Interpolation

Verification shall be made using the nearest native model grid point to the observation location.

8.3
Areas

The networks used in verification against radiosondes consist of radiosonde stations located in the areas listed in Section 6.

The list of radiosonde stations to be used for each area is updated annually by the CBS Lead Centre for radiosonde monitoring (see subsection 8.1)

9.
Scores [move to Part II, 1.4]
The following scores are to be calculated for all parameters against both analysis and (except mean sea-level pressure) observation. 

Wind


Mandatory:

· rms vector wind error

· mean error of wind speed

Other parameters:


Mandatory

· Mean error

· Root mean square (rms) error

· Correlation coefficient between forecast and analysis anomalies (not required for obs)

· S1 score (only for MSLP and only against analysis)


Additional recommended

· mean absolute error

· rms forecast and analysis anomalies (not required for observations)

· standard deviation of forecast and analysis fields (not required for observations)

9.1
Score definitions

The following definitions should be used 
Mean error 
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Correlation coefficient between forecast and analysis anomalies 
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rms vector wind error
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Where: 
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where the differentiation is approximated by differences computed on the verification grid.

The weights 
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Verification against analyses:
[image: image23.wmf]i

i

w

f

cos

=

, cosine of latitude at grid point i

Verification against observations: 
[image: image24.wmf]n

w

i

/

1

=

, all observations have equal weight

10.
Exchange of scores

Each centre shall provide scores monthly to the LC-DNV. Details of the procedure and the required format for the data are provided on the website of the LC-DNV. All scores (12-hourly) for all forecasts verifying within a month shall be provided as soon as possible after the end of that month. 

11.
Climatology

To ensure consistency between results from different centres a common climatology shall be used for those scores requiring a climatology. All centres shall use the climatology provided via the LC-DNV website. 

A daily climatology of upper-air parameters are available for both 00 UTC and 12 UTC. This provides an up-to-date estimate of climate characteristics for each day of the year, including climate mean, standard deviation and selected quantiles of the climate distribution. These latter statistics are required for the CBS standardized verification of EPS forecasts.

The data is made available in Grib format. Information on access to the data and further documentation are provided on the LC-DNV website.

12.
Monthly and annual averaged scores

Where average scores are required over a defined period, the averaging shall be made using the following procedures:

Linear scores (mean error, mean absolute error) - mean

Non-linear score should be transformed to appropriate linear measure for averaging

mean of MSE; 

Z-transform for correlation

For a defined period, the average shall be computed over all forecasts verifying during the period. Averages shall be computed separately for forecasts initiated at 00 UTC and 12 UTC and both sets of average values provided.

13.
Confidence Intervals

Confidence intervals will be computed by the LC-DNV using the daily scores. The method used will be documented on the LC-DNV web site.

14.
Documentation

Participating centres shall provide to the LC-DNV information on their implementation of the standardized verification system annually, shall confirm to the LC-DNV any changes to its implementation (including the annual change of station list, changes in additional statistics) and changes in their NWP model. 

Appendix A.II.2.3.2

STANDARD VERIFICATION MEASURES OF EPS

EXCHANGE OF SCORES

Monthly exchanges:

Ensemble mean

For verification of ensemble mean, the specifications in Appendix A.II.2.3.1 for variables, levels, areas and verifications shall be used.

Spread

Standard deviation of the ensemble averaged over the same regions and variables as used for the ensemble mean.

Probabilities

Probabilistic scores (excluding the CRPS) are exchanged in the form of reliability tables. Details of the format of the exchange of verification data are provided on the website of the Lead Centre for EPS verification.

List of parameters

PMSL anomaly ± 1, ± 1.5, ± 2 standard deviation with respect to a centre-specified climatology

Verified for areas defined for verification against analysis

Z500 with thresholds as for PMSL. Verified for areas defined for verification against analysis

850 hPa wind speed with thresholds of 10, 15, 25 m s–1. Verified for areas defined for verification against analysis

850 hPa u and v wind components with thresholds of 10th, 25th, 75th and 90th percentile points with respect to a centre-specified climatology. Verified for areas defined for verification against analysis

250 hPa u and v wind components with thresholds of 10th, 25th, 75th and 90th percentile points with respect to a centre-specified climatology. Verified for areas defined for verification against analysis

T850 anomalies with thresholds ± 1, ± 1.5, ± 2 standard deviation with respect to a centre-specified climatology. Verified for areas defined for verification against analysis

Precipitation with thresholds 1, 5, 10, and 25 mm/24 hours every 24 hours verified over areas defined for deterministic forecast verification against observations

Observations for EPS verification should be based on the GCOS list of surface network (GSN).  Producing centres shall have the right to omit certain observation sites should they fail a quality control. Verification of precipitation may alternatively be against a proxy analysis i.e. short range forecast from the control or high-resolution deterministic forecast, e.g. 12-36h forecast to avoid spin-up problems. 

NOTE: Where thresholds are defined with respect to climatology, the daily climate should be estimated.

Scores (computed by Lead Centre(s) based on reliability tables provided by participating centres)

Brier Skill Score (with respect to climatology) (see definition below*)

Relative Operating Characteristic (ROC)

Relative economic value (C/L) diagrams

Reliability diagrams with frequency distribution

Continuous Rank Probability Score (CRPS)

NOTES: 


In the case of CRPS, centres are encouraged to submit this for both EPS and the deterministic (control and high-resolution) forecast as well - CRPS for deterministic forecast is equal to the mean absolute error. 

_________________________

* The Brier Score (BS) is most commonly used for assessing the accuracy of binary (two-category) probability forecasts. The Brier Score is defined as: [Move to Part II, 1.4]
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where the observations Oij are binary (0 or 1) and N is the verification sample size. The Brier Score has a range from 0 to 1 and is negatively-oriented. Lower scores represent higher accuracy.

The Brier Skill Score (BSS) is in the usual skill score format, and may be defined by:
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where C refers to climatology and F refers to the forecast.

Appendix 2.3.6

EXECUTIVE SUMMARY

1.FORMULATION
The SVS is formulated in four parts:

1.1 
Diagnostics.  Information required incorporates derived diagnostic measures and contingency tables.  Estimates of the statistical significance of the scores achieved are also required.  Additional diagnostic measures are suggested but are not incorporated into the Core SVS as yet.  Use of the additional diagnostics is optional. 

1.2 
Parameters.  Key variables and regions are proposed.  However producers are not limited to these key parameters, thus all producers can contribute regardless of the structure of individual forecast systems.  The parameters to be verified are defined on three levels:


Level 1: Diagnostic measures aggregated over regions and for indices


Level 2: Diagnostic measures evaluated at individual grid-points


Level 3: Contingency tables provided for individual grid-points.

The SVS makes provision for a staged implementation of the three levels of information and the inclusion of estimates of skill significance over a two year period. 

1.3
Verification data sets. Key data sets of observations against which forecasts may be verified are proposed.

1.4
System details.  Details of forecast systems employed.

1.5 
Exchange of verification information. The SVSLRF verification results are made available through a web site maintained by the Lead Centre. The functions of the Lead Centre for SVSLRF include creating and maintaining coordinated Web sites for the LRF verification information so that potential users would benefit from a consistent presentation of the results.  The address of the web site is http://www.bom.gov.au/wmo/lrfvs/.

2.DIAGNOSTICS
Three diagnostic measures are incorporated in the Core SVS - Relative Operating Characteristics, reliability diagrams and accompanying measure of sharpness and Mean Square Skill Scores with associated decomposition.  Estimates of the statistical significance in the diagnostic scores are also included in the Core SVS.  The three diagnostics permit direct intercomparison of results across different predicted variables, geographical regions, forecast ranges, etc.  They may be applied in verification of most forecasts and it is proposed that, except where inappropriate, all three diagnostics are used on all occasions.  Tabulated information at grid-point resolution is also part of the core SVS.  The tabulated information will allow reconstruction of scores for user defined areas and calculation of other diagnostic measures such as economic value.

2.1 
Relative Operating Characteristics (ROC).  To be used for verification of probability forecasts.  For Level 1 information (measures aggregated over regions) the ROC curve and the standardized area under the curve (such that perfect forecasts, give an area of 1 and a curve lying along the diagonal gives 0.5) should be provided.  For Level 2 information (gridded values) the standardized area under the ROC curve should be provided. 

2.2 
Reliability diagrams and frequency histograms.  To be used in assessment of probability forecasts.  They are required as part of the Level 1 information only. 

2.3 
Mean Square Skill Score and decomposition.  To be used in verification of deterministic forecasts.  For Level 1, an overall bulk MSSS value is required and will provide a comparison of forecast performance relative to “forecasts” of climatology.  The three terms of the MSSS decomposition provide valuable information on phase errors (through forecast/observation correlation), amplitude errors (through the ratio of the forecast to observed variances) and overall bias.  For Level 2, quantities pertaining to the three decomposition terms should be provided.  Additional terms relating to MSSS are required as part of the Level 3 information. 

2.4 
Contingency tables.  In addition to the derived diagnostic measures contingency table information provided at grid-points for both probability and categorical deterministic forecasts form part of the core SVS.  This information constitutes Level 3 of the exchange and will allow RCCs and NMHSs (and in some cases end-users) to derive ROC, reliability, other probability based diagnostics and scores for categorical deterministic forecasts for user defined geographical areas. 


A number of recommended contingency table-based diagnostics are listed.  The Hanssen-Kuipers score is the deterministic equivalent to the area under the ROC curve, and thus provides a useful measure for comparing probabilistic and deterministic skill.  The Gerrity score is one recommended score for overall assessment of forecasts using two or more categories

3. 
Parameters


The list of key parameters in the Core SVS is provided below. Any verification for these key parameters should be assessed using the Core SVS techniques wherever possible. Many long-range forecasts are produced which do not include parameters in the key list (for example, there are numerous empirical systems that predict seasonal rainfall over part of/or over an entire, country). The Core SVS diagnostics should be used to assess these forecasts also, but full details of the predictions will need to be provided.

Forecasts can be made using different levels of post-processing typically no-post-processing (raw or uncalibrated), simple correction of systematic errors (calibrated, i.e. calibration of mean and of variance) and more complex correction using hindcast skill (recalibrated, e.g. Model Output Statistics or perfect prog approaches). Most centres are currently issuing forecasts resulting from a simple calibration and so for sake of comparison on the Lead Centre web site scores for forecasts that were raw or calibrated (as specified in respective skill score section) are to be submitted. At the moment the team prefer to exclude forecast that were recalibrated, but GPCs are encouraged to apply the SVSLRF methodology and to display the results on their recalibrated forecasts on their web site.

3.1 
Level 1: Diagrams and scores to be produced for regions
Diagrams (e.g. ROC and reliability curves) are to be supplied in digital format as specified on the Lead Centre website.

3.1.1
Atmospheric parameters.  Predictions for:

T2m Screen Temperature anomalies with standard regions:



Tropics 20°N to 20°S;



Northern Extratropics >=20°N;



Southern Extratropics <=20°S.

Precipitation anomalies with standard regions:



Tropics 20°N to 20°S;



Northern Extratropics >=20°N;



Southern Extratropics <=20°S.

3.1.2 
Scores and diagrams to be produced for probabilistic forecasts


Reliability diagram and frequency histograms;


The ROC curve and the standardised area under the curve;

Estimations of error (significance) in the scores.

The above scores and diagrams to be produced for equi-probable tercile categories.

3.1.3
 Scores to be used for deterministic forecasts

MSSS with climatology as standard reference forecast.

3.1.4 
Stratification by season 


Four conventional seasons: March–April–May (MAM), June–July–August (JJA), September–October–November (SON), December–January–February (DJF).

3.1.5
 Lead-time

Preferred minimum: 2 lead-times, one preferably to be 2-weeks or greater, with lead-time not greater than 4 months.

3.2
Level 2: Grid point data for mapping
3.2.1 
Grid point verification data to be produced for each of the following variables. Verification should be provided on a 2.5°x2.5° grid:



T2m;



Precipitation;



SST.

3.2.2 
Verification parameters to be produced for deterministic forecasts


The necessary parameters for reconstructing the MSSS decomposition, the number of forecast/observation pairs, the MSE of the forecasts and of climatology and the MSSS are all part of the core SVS.  Significance estimates for the correlation, variance, bias, MSE and MSSS terms should also be supplied. 

3.2.3 
Verification to be provided for probability forecasts


ROC area for three tercile categories.  Significance of the ROC scores should also be provided. 

3.2.4 
Stratification by season


If available, 12 rolling 3-month periods (e.g. MAM, AMJ, MJJ). Otherwise four conventional seasons (MAM, JJA, SON, DJF).

3.2.5
 Lead-time


Preferred minimum: 2 lead-times, one preferably to be 2-weeks or greater, with lead-time not greater than 4 months.

3.2.6
Stratification according to the state of ENSO.


Stratification by the state of ENSO should be provided if sufficient ENSO events are contained within the hindcast period used. Scores should be provided for each of three categories:

(a) All hindcast seasons;

(b) Seasons with El Niño active;

(c)  Seasons with La Niña active

3.3
Level 3: Tabulated information to be exchanged

Tabular information to be provided for grid points of a 2.5x2.5 grid.

3.3.1
 Contingency tables


Contingency tables to be produced for verifying forecasts of tercile categories in each of the following variables:



T2m;



Precipitation;



SST.

3.3.2 
Tables to be produced for probabilistic forecast verification


The number of forecasts hits and false alarms to be recorded against each ensemble member or probability bin for each of three equi-probable categories (terciles).  It is recommended that the number of bins remain between 10 and 20.  The forecast providers can bin according to percentage probability or by individual ensemble members as deemed necessary.  No latitude weighting of the numbers of hits and false alarms is to be applied in the contingency tables.


The user is encouraged to aggregate the tables over grid-points for the region of interest and to apply methods of assessing statistical significance of the aggregated tables.

3.3.3 
Tables to be produced for deterministic forecasts

3x3 contingency tables comparing the forecast tercile with the observed tercile, over the hindcast period.

3.3.4 
Stratification by season

If available twelve rolling 3-month periods (e.g. MAM, AMJ, MJJ). Otherwise four conventional seasons (MAM, JJA, SON, DJF).

3.3.5 
Lead-time

Preferred minimum: 2 lead-times, one preferably to be 2-weeks or greater, with lead-time not greater than 4 months.

3.3.6 
Stratification according to the state of ENSO

Stratification by the state of ENSO should be provided if sufficient ENSO events are contained within the hindcast period used. Scores should be provided for each of three categories:

(a) All hindcast seasons;


(b) Seasons with El Nino active;


(c)  Seasons with La Nina active

3.4 Verification for indices (Level 1)

3.4.1 
Indices to be verified


Niño3.4 region SST anomalies. Other indices may be added in due course.

3.4.2
Scores to be calculated for probabilistic forecasts


ROC area for 3 tercile categories. Where dynamical forecast models are used the ROC scores should be calculated for the grid-point averaged SST anomaly over the Niño3.4 region. It is recommended that significance of the ROC scores should also be calculated. 

3.4.3 
Scores to be calculated for deterministic forecasts


The three terms of the Murphy decomposition of MSSS, produced with climatology as standard reference forecast.  As a second, optional, control it is recommended that damped persistence be used.  Significance estimates should accompany each of the three terms.


Where dynamical models are used the MSSS decomposition should be calculated for the grid-point averaged Niño3.4 anomaly.  

3.4.4 
Stratification by month


Verification should be provided for each calendar month.

3.4.5 
Lead-time


Verification for each month should be provided for 6 lead times.  Namely zero-lead and leads of 1-month, 2-months, 3-months, 4-months and 5-months.  Additional lead times are encouraged if available.

4.
STTAGERED IMPLEMETATION


In order to ease implementation, producers may stage the provision of the elements of the Core SVS according to the following recommendation.

a) Verification at levels 1 and 2 in the first year of implementation

b) Verification at level 3 by the middle of the year following implementation of levels 1 and 2

c) Level of significance by the end of the year following implementation of levels 1 and 2.

* * *
1. 
INTRODUCTION

The following sections present the detailed specifications for the development of a Standardised Verification System (SVS) for Long-Range Forecasts (LRF) within the framework of a WMO exchange of verification scores.  The SVS for LRF described herein constitutes the basis for long-range forecast evaluation and validation, and for exchange of verification scores.  It will grow as more requirements are adopted.

2. 
DEFINITIONS

2.1 
LRF

LRF extend from thirty (30) days up to two (2) years and are defined in Table 1.

Table 1:

Definition of LRF

	Monthly outlook:
	Description of averaged weather parameters expressed as departures from climate values for that month.

	Three-month or 90-day ‘rolling season’ outlook:
	Description of averaged weather parameters expressed as departures from climate values for that three-month or 90-day period.

	Seasonal outlook:
	Description of averaged weather parameters expressed as departures from climate values for that season.


Seasons have been loosely defined in the Northern Hemisphere as December-January-February (DJF) for winter (summer in the Southern Hemisphere), March-April-May (MAM) for spring (Fall in the Southern Hemisphere), June-July-August (JJA) for summer (winter in the Southern Hemisphere) and September-October-November (SON) for Fall (spring in the Southern Hemisphere).  Twelve rolling seasons are also defined e.g. MAM, AMJ, MJJ. In the Tropical areas, seasons may have different definitions. Outlooks over longer periods such as multi-seasonal outlooks or tropical rainy season outlooks may be provided.

It is recognised that in some countries long-range forecasts are considered to be climate products.

This attachment is mostly concerned with the three-month or 90-day outlooks and the seasonal outlooks.

2.2 
Deterministic LRF

Deterministic LRF provide a single expected value for the forecast variable.  The forecast may be presented in terms of an expected category (referred to as categorical forecasts, e.g. equiprobableterciles) or may take predictions of the continuous variable (non-categorical forecasts).  Deterministic LRF can be produced from a single run of a Numerical Weather Prediction (NWP) model or a General Circulation Model (GCM), or can be produced from the grand mean of the members of an Ensemble Prediction System (EPS), or can be based on an empirical model. 

The forecasts are either objective numerical values such as departure from normal of a given parameter or expected occurrences (or non-occurrences) of events classified into categories (above/below normal or above/near/below normal for example).  Although equi-probable categories are preferred for consistency, other classifications can be used in a similar fashion.

2.3 
Probabilistic LRF

Probabilistic LRF provide probabilities of occurrences or non-occurrences of an event or a set of fully inclusive events.  Probabilistic LRF can be generated from an empirical model, or produced from an Ensemble Prediction System (EPS). 

The events can be classified into categories (above/below normal or above/near/below normal for example).  Although equi-probable categories are preferred for consistency, other classifications can be used in a similar fashion.

2.4 Terminology

There is no universally accepted definition of forecast period and forecast lead time. However, the definition in Table 2 will be used here.

Table 2

Definitions of forecast period and lead time

	Forecast period:
	Forecast period is the validity period of a forecast. For example, long-range forecasts may be valid for a 90-day period or a season.

	Lead time:
	Lead time refers to the period of time between the issue time of the forecast and the beginning of the forecast validity period.  Long-range forecasts based on all data up to the beginning of the forecast validity period are said to be of lead zero.  The period of time between the issue time and the beginning of the validity period will categorise the lead. For example, a winter seasonal forecast issued at the end of the preceding summer season is said to be of one season lead.  A seasonal forecast issued one month before the beginning of the validity period is said to be of one month lead.


Figure 1 presents the definitions of Table 2 in graphical format. 







Figure 1 - Definition of forecast period, lead time and persistence as applied in a forecast verification framework.

Forecast range determines how far into the future LRF are provided.  Forecast range is thus the summation of lead time and forecast period.

Persistence, for a given parameter, stands for persisting the anomaly, which has been observed over the period of time with the same length as the forecast period and immediately prior to the LRF issue time (see Figure 1).  It is important to realise that only the anomaly of any given parameter can be persisted.  The persisted anomaly is added to the background climatology to retrieve the persisted parameter.  Climatology is equivalent to persisting a uniform anomaly of zero.

3. 
SVS for LRF

Forecast can be made using different levels of post-processing typically no-post-processing (raw or uncalibrated), simple correction of systematic errors (calibrated, i.e. calibration of mean and of variance) and more complex correction using hindcast skill (recalibrated, e.g. Model Output Statistics or perfect prog approaches). Most centres are currently issuing forecasts resulting from a simple calibration and so for sake of comparison on the Lead Centre web site scores for forecasts that were raw or calibrated (as specified in respective skill score section) are to be submitted. At the moment the team prefer to exclude forecast that were recalibrated, but GPCs are encouraged to apply the SVSLRF methodology and to display the results on their recalibrated forecasts on their web site. 

3.1
Parameters to be verified

The following parameters are to be verified:

a) Surface air temperature (T2m) anomaly at screen level;

b) Precipitation anomaly;

c) Sea surface temperature (SST) anomaly. 

In addition to these three parameters, the Niño3.4 Index, defined as the mean SST anomaly over the Niño‑3.4 region from 170(W to 120(W and from 5(S to 5(N all inclusive is also to be verified.

It is recommended that three levels of verification be done:

a) Level 1: large scale aggregated overall measures of forecast performance (see section 3.1.1);

b) Level 2: verification at grid points (see section 3.1.2);

c) Level 3: grid point by grid point contingency tables for more extensive verification (see section 3.1.3).

Both deterministic and probabilistic forecasts are verified if available. Level 1 is applicable to T2m anomaly, Precipitation anomaly and Niño3.4 Index. Levels 2 and 3 are applicable to T2m anomaly, Precipitation anomaly and SST anomaly. 

3.1.1
Aggregated verification (Level 1)

Large scale verification statistics are required in order to evaluate the overall skill of the models and ultimately for assessing their improvements.  These are bulk numbers calculated by aggregating verification over all grid points within large regions; they will not necessarily reflect skill for any sub-region. This aggregated verification is performed over three regions:

a) Tropics: from 20(S to 20(N all inclusive;

b) Northern Extra-Tropics: from 20(N to 90(N, all inclusive;

c) Southern Extra-Tropics: from 20(S to 90(S, all inclusive.

The verification of Niño3.4 Index is also part of level 1 verification.

3.1.2
Grid point verification (Level 2)

The grid point verification is recommended for a regionalised assessment of the skill of the model.  The verification latitude/longitude grid is recommended as being 2.5( by 2.5(, with origin at 0(N, 0(E. Verification should be supplied to the Lead Centre for visual rendering. The formats for supplying derived verification are specified on the Lead Centre website.

3.1.3
Contingency tables (Level 3)

Table 3

Summary of the core SVS
	

	Parameters
	Verification regions
	Deterministic forecasts
	Probabilistic forecasts

	Level 1

	T2m anomaly

Precipitation anomaly
	Tropics

Northern Extra-Tropics

Southern Extra-Tropics

(section 3.1.1)
	MSSS (bulk number)

(section 3.3.1)
	ROC curves

ROC areas 

Reliability diagrams

Frequency histograms 

(sections 3.3.3 and 3.3.4)

	Niño3.4 Index
	N/A
	MSSS (bulk number)

(section 3.3.1)
	ROC curves

ROC areas 

Reliability diagrams

Frequency histograms 

(sections 3.3.3 and 3.3.4)

	Level 2

	T2m anomaly

Precipitation anomaly

SST anomaly
	grid point verification on a 2.5( by 2.5( grid

(section 3.1.2)
	MSSS and its three term decomposition at each grid point 

(section 3.3.1)
	ROC areas at each grid point 

(section 3.3.3)

	Level 3

	T2m anomaly

Precipitation anomaly

SST anomaly
	grid point verification on a 2.5( by 2.5( grid

(section 3.1.2)
	3 by 3 contingency tables at each grid point 

(section 3.3.2)
	ROC/reliability tables at each grid point 

(section 3.3.3)


Contingency tables allow users to perform more detailed verifications and generate statistics that are relevant for localised regions.  The content and structure of the contingency tables is defined in sections 3.3.2 and 3.3.3. Data formats for supplying the contingency tables are specified on the Lead Centre website 

3.1.4
Summary of the Core SVS

The following gives a summary of parameters, validation regions and diagnostics that form the core SVS. The required periods, lead-times and stratification against the state of ENSO are given in section 3.2.

The number of realisations of LRF is far smaller than in the case of short term numerical weather prediction forecasts. Consequently it is essential as part of the core SVS, to calculate and report error bars and level of significance (see section 3.3.5). 

In order to ease implementation, participating LRF producers may stage the introduction of the core SVS by prioritizing implementation ofverification at levels 1 and 2.

Other parameters and indices to be verified as well as other verification scores can be added to the core SVS in future versions.

3.2
Verification strategy

LRF verification should be done on a global latitude/longitude grid with areas as defined in section 3.1.1. Verification can also be done at individual stations or groups of stations. Verification on a latitude/longitude grid is performed separately from the one done at stations. 

A 2.5° × 2.5° verification latitude-longitude grid is recommended, with origin at 0°N, 0°E. Both forecasts and thegridded verifying data sets are to be interpolated onto the same 2.5° × 2.5° grid.

In order to handle spatial forecasts, predictions for each point within the verification grid should be treated as individual forecasts but with all results combined into the final outcome.  The same approach is applied when verification is done at stations.  Categorical forecast verification can be performed for each category separately.

Similarly, all forecasts are treated as independent and combined together into the final outcome, when verification is done over a long period of time (several years for example). 

Stratification of the verification data is based on forecast period, lead time and verification area.  Stratification by forecast period should, for T2m and precipitation, be by 4 conventional seasons for Level 1. For Levels 2&3 stratification should be on 12 rolling seasons (section 2.1) if available, otherwise 4 conventional seasons should be used. Verification results for different seasons should not be mixed.  Stratification by lead-time should include a minimum of two leadtimes, with lead-time not greater than 4 months. Forecasts with different lead times are similarly to be verified separately.  Stratification according to the state of ENSO (where there are sufficient cases) should be as follows:

a) All hindcast seasons;

b) Seasons with El Niño active;

c) Seasons with La Niña active.

For Niño3.4 SST anomaly verification should be stratified according to each calendar month and lead-time. Six lead-times should be provided, ranging from zero to 5-month lead.

3.3
Verification scores

The verification scores to be used are: MSSS and ROC.
MSSS is applicable to deterministic forecasts only, while ROC is applicable to both deterministic and probabilistic forecasts.  MSSS is applicable to non-categorical forecasts (forecasts of continuous variables), while ROC is applicable to categorical forecasts either deterministic or probabilistic in nature.

The verification methodology using ROC, is derived from signal detection theory.  This methodology is intended to provide information on the characteristics of systems upon which management decisions can be taken.  In the case of weather/climate forecasts, the decision might relate to the most appropriate manner in which to use a forecast system for a given purpose.  ROC is applicable to both deterministic and probabilistic categorical forecasts and is useful in contrasting characteristics of deterministic and probabilistic systems.  The derivation of ROC is based on contingency tables giving the hit rate and false alarm rate for deterministic or probabilistic forecasts.  The events are defined as binary, which means that only two outcomes are possible, an occurrence or a non-occurrence.  It is recognised that ROC as applied to deterministic forecasts is equivalent to the Hanssen and Kuipers score (see section 3.3.2).

The binary event can be defined as the occurrence of one of two possible categories when the outcome of the LRF system is in two categories.  When the outcome of the LRF system is in three (or more) categories, the binary event is defined in terms of occurrences of one category against the remaining ones.  In those circumstances, ROC has to be calculated for each possible category.

3.3.1 MSSS for non-categorical deterministic forecasts

Let xij and fij(i=1,…,n) denote time series of observations and continuous deterministic forecasts respectively for a grid point or station j over the period of verification (POV).  Then, their averages for the POV, 
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The MSE of the forecasts is:
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For the case of cross-validated (see section 3.4) POV climatology forecasts where forecast/observation pairs are reasonably temporally independent of each other (so that only one year at a time is withheld), the mean squared error of ‘climatology’ forecasts (Murphy, 1988) is:
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The MSSS for j is defined as one minus the ratio of the MSE of the forecasts to the MSE for forecasts of ‘climatology’: 
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For the three domains described in Sec. 3.1.1 it is recommended that an overall MSSS be provided, which is computed:
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wherewj is unity for verifications at stations and is equal to cos((j), where (j is the latitude at grid point j on latitude-longitude grids.

For either MSSSj or MSSS a corresponding Root Mean Squared Skill Score (RMSSS) can be obtained easily from
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MSSSj for forecasts fully cross-validated (with one year at a time withheld) can be expanded (Murphy, 1988) as
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whererfxj is the product moment correlation of the forecasts and observations at point or station j.
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The first three terms of the decomposition of MSSSj are related to phase errors (through the correlation), amplitude errors (through the ratio of the forecast to observed variances) and overall bias error, respectively, of the forecasts.  These terms provide the opportunity for those wishing to use the forecasts for input into regional and local forecasts to adjust or weight the forecasts as they deem appropriate.  The last term takes into account the fact that the ‘climatology’ forecasts are cross-validated as well.

Note that for forecasts with the same amplitude as that of observations (second term unity) and no overall bias (third term zero), MSSSj will not exceed zero (i.e. the forecasts squared error will not be less than for ‘climatology’) unless rfxj exceeds approximately 0.5.

The core SVSLRF requires grid-point values of the correlation, the ratio of the square roots of the variances, and the overall bias i.e.
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In addition it is recommended that grid-point (j) values of the following quantities are provided:
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As an additional standard against which to measure forecast performance, cross-validated damped persistence (defined below) should be considered for certain forecast sets.  A forecast of ordinary persistence, for a given parameter and target period, stands for the persisted anomaly (departure from cross-validated climatology) from a period immediately preceding the start of the lead time for the forecast period (see Figure 1).  This period must have the same length as the forecast period. For example, the ordinary persistence forecast for a 90-day period made 15 days in advance would be the anomaly of the 90-day period beginning 105 days before the target forecast period and ending 16 days before.  Ordinary persistenceforecasts are never recommended as a standard against which to measure other forecasts if the performance or skill measures are based on squared error, like herein.  This is because persistence is easy to beat in this framework. 

Damped persistence is the optimal persistence forecast in a least squared error sense. Even damped persistence should not be used in the case of extratropical seasonal forecasts, because the nature of the interannual variability of seasonal means changes considerably from one season to the next in the extratropics.  For all other cases damped persistence forecasts can be made in a cross-validated mode (Section 3.4) and the skill and performance diagnostics based on the squared error described above (bulk measures, grid-point values, and tables) can be computed and presented for these forecasts.

Damped persistence 
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is the ordinary persistence anomaly 
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damped (multiplied) towards climatology by the cross-validated, lagged product moment correlation between the period being persisted and the target forecast period.  Thus: [image: image42.wmf]
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wheret is the target forecast period, t-(t the persisted period (preceding the lead time), and m denotes summation (for
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) at each stage of the cross-validation over all i except those being currently withheld (Section 3.4).

· MSSS, provided as a single bulk number, is mandatory for level 1 verification in the core SVS. MSSS together with its three term decomposition are also mandatory for level 2 verification in the core SVS. For the exchange of scores via the Lead Centre web site the MSSS and its decomposition term should be calculated using the raw forecasts and preferably not the calibrated ones.
3.3.2
Contingency tables and scores for categorical deterministic forecasts

For two- or three-category deterministic forecasts the core SVSLRF includes full contingency tables, because it is recognized that they constitute the most informative way to evaluate the performance of the forecasts.  These contingency tables then form the basis for several skill scores that are useful for comparisons between different deterministic categorical forecast sets (Gerrity, 1992) and between deterministic and probabilistic categorical forecast sets (Hanssen and Kuipers, 1965) respectively.  

The contingency tables should be provided for every combination of parameter, lead time, target month or season, and ENSO stratification (when appropriate) at every verification point for both the forecasts and (when appropriate) damped persistence. The definition of ENSO events is provided on the Lead Centre web site.  If xi and fi now denote an observation and corresponding forecast of category i (i = 1,…,3), let nij be the count of those instances with forecast category i and observed category j.  The full contingency table is defined as the nine nij.  Graphically the nine cell counts are usually arranged with the forecasts defining the table rows and the observations the table columns:

Table 4

General three-by-three contingency table

	
	
	
	Observations
	
	

	
	
	Below Normal
	Near Normal
	Above Normal
	

	
	Below Normal
	n11
	n12
	n13
	n1(

	Forecasts
	Near Normal
	n21
	n22
	n23
	n2(

	
	Above Normal
	n31
	n32
	n33
	n3(

	
	
	n(1
	n(2
	n(3
	T

	
	
	
	
	
	


In Table 3, ni( and n(i represents the sum of the rows and columns respectively; T is the total number of cases. Generally about at least 90 forecast/observation pairs are required to properly estimate a three by three contingency table.  Thus it is recommended that the provided tables be aggregated by users over windows of target periods, like several adjacent months or overlapping three-month periods, or over verification points.  In the case of the latter the weights Wishould be used in summing nij over different points i (see discussion on Table 4). Wi is defined as:
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when verification is done at stations or at single grid points within a limited geographical region;
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at grid point i, when verification is done on a grid, 
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 being the latitude at grid point i.

On a 2.5 degree latitude-longitude grid the minimally acceptable sample is easily attained even with a record as short as n = 10 by aggregating over all grid points with a 10 degree box. Or alternatively in this case, an adequate sample can be achieved by aggregation over three adjacent months or overlapping three-month periods and within a 5 degree box. Regardless, scores derived from any contingency table should be accompanied by error bars, confidence intervals or level of significance. 

Contingency tables such as the one in Table 4 are mandatory for level 3 verification in the core SVS.

The relative sample frequenciespij are defined as the ratios of the cell counts to the total number of forecast/observation pairs N (n is reserved to denote the length of the POV):
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The sample probability distributions of forecasts and observations respectively then become
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A recommended skill score for the three by three table, which has many desirable properties and is easy to compute is the Gerrity Skill Score, GSS.  The definition of the score uses a scoring matrix sij (i = 1,…,3), which is a tabulation of the reward or penalty every forecast/observation outcome (represented by the contingency table) will be accorded:
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The scoring matrix is given by
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Where:
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Note that GSS is computed using the sample probabilities, not those on which the original categorisations were based (i.e. 0.33, 0.33, 0.33).

Alternatively, the GSS can be computed by the numerical average of two of the three possible two-category, unscaledHanssen and Kuipers scores (introduced below) that can be computed from the three by three table. The two are computed from the two two-category contingency tables formed by combining categories on either side of the partitions between consecutive categories: (1) above normal and a combined near and below normal category and (2) below normal and a combined near and above normal category.
The easy construction of the GSS ensures its consistency from categorization to categorization and with underlying linear correlations. The score is likewise equitable, does not depend on the forecast distribution, does not reward conservatism, utilizes off diagonal information in the contingency table, and penalizes larger errors more. For a limited subset of forecast situations it can be manipulated by a forecaster to his/her advantage (Mason and Mimmack, 2002), but this is not a problem for objective forecast models that have not been trained to take advantage of this weakness. For all these reasons it is the recommended score.

An alternative score to the GSS for consideration is LEPSCAT (Potts et al., 1996)

Table 5 shows the general form for the three possible two by two contingency tables referred to above (the third is the table for the near normal category and the combined above and below normal category).  In Table 5, T is the grand sum of all the proper weights applied on each occurrence and non-occurrence of the events.

Table 5

General ROC contingency table for deterministic forecasts

The two-by-two table in Table 5 may be constructed from the three-by-three table described in Table 4 by summingthe appropriate rows and columns.

	
	
	Observations
	

	
	
	occurrences
	non-occurrences
	

	forecasts
	occurrences
	O1
	NO1
	O1+ NO1

	
	non-occurrences
	O2
	NO2
	O2+ NO2

	
	
	O1+ O2
	NO1+ NO2
	T


In Table 5:

O1 represents the correct forecasts or hits:
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(OF) being 1 when the event occurrence is observed and forecast; 0 otherwise. The summation is over all grid points or stations;

NO1 represents the false alarms:
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(NOF) being 1 when the event occurrence is not observed but was forecast; 0 otherwise. The summation is over all grid points or stations;

O2 represents the misses: 
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(ONF) being 1 when the event occurrence is observed but not forecast; 0 otherwise. The summation is over all grid points or stations;

NO2 represents the correct rejections:
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(NONF) being 1 when the event occurrence is not observed and not forecast; 0 otherwise. The summation is over all grid points or stations;
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when verification is done at stations or at single grid points; 
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at grid point i, when verification is done on a grid,
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When verification is done at stations, the weighting factor is one. Consequently, the number of occurrences and non-occurrences of the event are entered in the contingency table of Table 4. 

However, when verification is done on a grid, the weighting factor is cos((i), where (i is the latitude at grid point i. Consequently, each number entered in the contingency table of Table 5, is, in fact, a summation of the weights properly assigned.

Using stratification by observations (rather than by forecast), the Hit Rate (HR) is defined as (referring to Table 4):
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The range of values for HR goes from 0 to 1, the latter value being desirable. An HR of one means that all occurrences of the event were correctly forecast.

The False Alarm Rate (FAR) is defined as:
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The range of values for FAR goes from 0 to 1, the former value being desirable. A FAR of zero means that in the verification sample, no non-occurrences of the event were forecast to occur. 

The Hanssen and Kuipers score (see Hanssen and Kuipers, 1965 and Stanski et al, 1989) is calculated for deterministic forecasts. Hanssen and Kuipers score (KS) is defined as:
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The range of KS goes from -1 to +1, the latter value corresponding to perfect forecasts (HR being 1 and FAR being 0). KS can be scaled so that the range of possible values goes from 0 to 1 (1 being for perfect forecasts):
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The advantage of scaling KS is that it becomes comparable to the area under the ROC curve for probabilistic forecasts (see section 3.33) where a perfect forecast system has an area of one and a forecast system with no information has an area of 0.5 (HR being equal to FAR).

· Contingency tables for deterministic categorical forecasts (such as in Table 4) are mandatory for level 3 verification in the core SVS. These contingency tables can provide the basis for the calculation of several scores and indices such as the Gerrity Skill Score, the LEPSCAT or the scaled Hanssen and Kuipers score and others. 

3.3.3
ROC for probabilistic forecasts

Tables 6 and 7 show contingency tables (similar to Table 5) that can be built for probabilistic forecasts of binary events.

Table 6

General ROC contingency table for probabilistic forecasts of binary events with definitions of thedifferent parameters. This contingency table applies when probability thresholds areused to define the different probability bins

	
	
	
	
	
	

	
	bin number
	forecast probabilities
	observed occurrences
	observed 

non-occurrences
	

	
	1
	0-P2 (%)
	O1
	NO1
	

	
	2
	P2-P3 (%)
	O2
	NO2
	

	
	3
	P3-P4 (%)
	O3
	NO3
	

	
	(((
	(((
	(((
	(((
	

	
	n
	Pn-Pn+1 (%)
	On
	NOn
	

	
	(((
	(((
	(((
	(((
	

	
	N
	PN-100 (%)
	ON
	NON
	


In Table 6, 

n = number of the nth probability interval or bin n; n goes from 1 to N;

Pn=  lower probability limit for bin n;

Pn+1 = upper probability limit for bin n;

N = number of probability intervals or bins;


[image: image66.wmf](

)

n

i

i

O

W

O

=

å

(O) being 1 when an event corresponding to a forecast in bin n, is observed as an occurrence; 0 otherwise. The summation is over all forecasts in bin n, at all grid points or stations;
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(NO) being 1 when an event corresponding to a forecast in bin n, is not observed; 0 otherwise. The summation is over all forecasts in bin n, at all grid points i or stations j;
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when verification is done at stations or at single grid points;

[image: image69.wmf](

)

i

i

W

=

cos

q

at grid point i, when verification is done on a grid;
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Table 7

General ROC contingency table for probabilistic forecasts of binary events with definitions of thedifferent parameters. This contingency table applies when the different probability bins aredefined as a function of the number of members in the ensemble

	
	
	
	
	
	

	
	bin number
	member distribution
	observed occurrences
	observed 

non-occurrences
	

	
	1
	F=0, NF=M
	O1
	NO1
	

	
	2
	F=1, NF=M-1
	O2
	NO2
	

	
	3
	F=2, NF=M-2
	O3
	NO3
	

	
	(((
	
	(((
	(((
	

	
	n
	F=n-1, NF=M-n+1
	On
	NOn
	

	
	(((
	
	(((
	(((
	

	
	N
	F=M, NF=0
	ON
	NON
	


In Table 7,

M = number of members in the ensemble;

n = number of the nth bin; n goes from 1 to N=M+1;

F = the number of members forecasting occurrence of the event;

NF = the number of members forecasting non occurrence of the event. The bins may be aggregated. 
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(O) being 1 when an event corresponding to a forecast in bin n, is observed as an occurrence; 0 otherwise. The summation is over all forecasts in bin n, at all grid points i or stations I;
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(NO) being 1 when an event corresponding to a forecast in bin n, is not observed; 0 otherwise. The summation is over all forecasts in bin n, at all grid points i or stations I;
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when verification is done at stations or at single grid points; 
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at grid point i, when verification is done on a grid;
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To build the contingency table in Table 5, probability forecasts of the binary event are grouped in categories or bins in ascending order, from 1 to N, with probabilities in bin n-1 lower than those in bin n (n goes from 1 to N). The lower probability limit for bin n is Pn and the upper limit is Pn+1.  The lower probability limit for bin 1 is 0%, while the upper limit in bin N is 100%.  The summation of the weights on the observed occurrences and non-occurrences of the event corresponding to each forecast in a given probability interval (bin n for example) is entered in the contingency table. 

Tables 6 and 7 outline typical contingency tables. It is recommended that the number of probability bins remain between 10 and 20.  The forecast providers can bin according to percent thresholds (Table 6) or ensemble members (Table 6) as deemed necessary.  Table 6 gives an example of a table based on ensemble members. 

Hit rate and false alarm rate are calculated for each probability threshold Pn (see Tables 6 and 7).  The hit rate for probability threshold Pn (HRn) is defined as (referring to Tables 6 and 7):
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and the false alarm rate (FARn) is defined as:
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where n goes from 1 to N. The range of values for HRn goes from 0 to 1, the latter value being desirable.  The range of values for FARn goes from 0 to 1, zero being desirable. Frequent practice is for probability intervals of 10% (10 bins, or N=10) to be used.  However the number of bins (N) should be consistent with the number of members in the ensemble prediction system (EPS) used to calculate the forecast probabilities.  For example, intervals of 33% for a nine-member ensemble system could be more appropriate. 

HR and FAR are calculated for each probability threshold Pn, giving N points on a graph of HR (vertical axis) against FAR (horizontal axis) to form the Relative Operating Characteristics (ROC) curve.  This curve, by definition, must pass through the points (0,0) and (1,1) (for events being predicted only with (100% probabilities (never occurs) and for all probabilities exceeding 0% respectively).  No-skill forecasts are indicated by a diagonal line (where HR=FAR); the further the curve lies towards the upper left-hand corner (where HR=1 and FAR=0) the better 

The area under the ROC curve is a commonly used summary statistics representing the skill of the forecast system.  The area is standardised against the total area of the figure such that a perfect forecast system has an area of one and a curve lying along the diagonal (no information) has an area of 0.5.  The normalised ROC area has become known as the ROC score. Not only can the areas be used to contrast different curves, but they are also a basis for Monte Carlo significance tests.  It is proposed that Monte Carlo testing should be done within the forecast data set itself.  For the core SVSLRF the area under the ROC curve should be calculated using the Trapezium rule (Other techniques are available to calculate the ROC score (see Mason, 1982).)

· Contingency tables for probabilistic forecasts (such as in Tables 5 and 6) are mandatory for level 3 verification in the core SVS. ROC curves and ROC areas are mandatory for level 1 verification in the core SVS while ROC areas only are mandatory for level 2 verification in the core SVS.

3.3.4
Reliability diagrams and frequency histograms for probabilistic forecasts

It is recommended that the construction of reliability curves (including frequency histograms to provide indications of sharpness) be done for the large-sampled probability forecasts aggregated over the tropics and, separately, the two extratropical hemispheres.  Given frequency histograms, the reliability curves are sufficient for the ROC curve, and have the advantage of indicating the reliability of the forecasts, which is a deficiency of the ROC.  It is acknowledged that the ROC curve is frequently the more appropriate measure of forecast quality than the reliability diagram in the context of verification of long-range forecasts because of the sensitivity of the reliability diagram to small sample sizes.  However, because measures of forecast reliability are important for modellers, forecasters, and end-users, it is recommended that in the exceptional cases of the forecasts being spatially aggregated over the tropics and over the two extratropical hemispheres, reliability diagrams be constructed in addition to ROC curves.

The technique for constructing the reliability diagram is somewhat similar to that for the ROC. Instead of plotting the hit rate against the false alarm rate for the accumulated probability bins, the hit rate is calculated only from the sets of forecasts for each probability bin separately, and is plotted against the corresponding forecast probabilities. The hit rate for each probability bin (HRn) is defined as:
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This equation should be contrasted with the hit rate used in constructing the ROC diagram.

Frequency histograms are constructed similarly from the same contingency tables as those used to produce reliability diagrams. Frequency histograms show the frequency of forecasts as a function of the probability bin. The frequency of forecasts (Fn) for probability bin n is defined as:
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where T is the total number of forecasts (and 
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· Reliability diagrams and frequency histograms are mandatory for level 1 verification in the core SVS. 

3.3.5
Level of significance

Because of the increasing uncertainty in verification statistics with decreasing sample size, significance levels and error bars should be calculated for all verification statistics. Recommended procedures for estimating these uncertainties are detailed below.

ROC area

In certain special cases the statistical significance of the ROC area can be obtained from its relationship to the Mann–Whitney U-statistic.  The distribution properties of the U-statistic can be used only if the samples are independent.  This assumption of independence will be invalid when the ROC is constructed from forecasts sampled in space because of the strong spatial (cross) correlation between forecasts (and observations) at nearby grid-points or stations.  However, because of the weakness of serial correlation of seasonal climate anomalies from one year to the next, an assumption of sequential independence may frequently be valid for long-range forecasts, and so Mann–Whitney U-statistic may be used for calculating the significance of the ROC area for a set of forecasts from a single point in space.  An additional assumption for using the Mann–Whitney U-test is that the variance of the forecast probabilities (not that of the individual ensemble predictions per se) for when non-events occurred is the same as those for when events occurred.  The Mann–Whitney U-test is, however, reasonably robust to violations of homoscedasticity which means that the variance of the error term is constant across the range of the variable, and so significance tests in cases of unequal variance are likely to be only slightly conservative.

If the assumptions for the Mann–Whitney U-test cannot be held, the significance of the ROC area should be calculated using randomisation procedures.  Because the assumptions of permutation procedures are the same as those of the Mann–Whitney U-test, and because standard bootstrap procedures assume independence of samples, alternative procedures such as moving block bootstrap procedures (Wilks, 1997) should be conducted to ensure that the cross- and/or serial-correlation structure of the data is retained.

ROC curves

Confidence bands for the ROC curve should be indicated, and can be obtained either by appropriate bootstrap procedures, as discussed above, or, if the assumption of independent forecasts is valid, from confidence bands derived from a two-sample Kolmogorov-Smirnov test comparing the empirical ROC with the diagonal.

MSSS

Appropriate significance tests for the MSSS and the individual components of the decomposition again depend upon the validity of the assumption of independent forecasts.  If the assumption is valid, significance tests could be conducted using standard procedures (namely the F-ratio for the correlation and for the variance ratio, and the t-test for the difference in means), otherwise bootstrap procedures are recommended.

· Level of significance will be mandatory in the core SVS once guidelines for calculation have been established for the complete suite of scores.  A phased in introduction of level of significance in the SVS may be used (see section 3.1.4).

3.4
Hindcasts

In contrast to short- and medium-range dynamical Numerical Weather Prediction (NWP) forecasts, LRF are produced relatively few times a year (for example, one forecast for each season or one forecast for the following 90-day period, issued every month).  Therefore the verification sampling for LRF may be limited, possibly to the point where the validity and significance of the verification results may be questionable.  Providing verification for a few seasons or even over a few years only may be misleading and may not give a fair assessment of the skill of any LRF system.  LRF systems should be verified over as long a period as possible in hindcast mode.  Although there are limitations on the availability of verification data sets and in spite of the fact that validating numerical forecast systems in hindcast mode requires large computer resources, the hindcast period should be as long as possible.  The recommended period for the exchange of scores is advertised on the Lead Centre web site (http://www.bom.gov.au/wmo/lrfvs/).
Verification in hindcast mode should be achieved in a form as close as possible to the real time operating mode in terms of resolution, ensemble size and parameters.  In particular dynamical/empirical models must not make any use of future data.  Validation of empirical models, dynamical models with postprocessors (including bias corrections), and calculation of period of verification means, standard deviations, class limits, etc. must be done in a cross-validation framework.  Cross-validation allows the entire sample to be used for validation (assessing performance, developing confidence intervals, etc.) and almost the entire sample for model and post-processor building and for estimation of period of verification climatology.  Cross-validation proceeds as follows:

1.  Delete 1, 3, 5, or more years from the complete sample;

2.  Build the statistical model or compute the climatology;

3.  Apply the model (e.g. make statistical forecasts or postprocess the dynamical forecasts) or the climatology  for one (usually the middle) year of those deleted and verify;

4.  Replace the deleted years and repeat 1-3 for a different group of years;

5.  Repeat 4 until the hindcast verification sample is exhausted.

Ground rules for cross–validation are that every detail of the statistical calculations be repeated, including redefinition of climatology and anomalies, and that the forecast year predictors and predictands are not serially correlated with their counterparts in the years reserved for model building. For example, if adjacent years are correlated but every other year is effectively not, three years must be set aside and forecasts made only on the middle year (see Livezey, 1999, for estimation of the reserved window width).

The hindcast verification statistics should be updated once a year based on accumulated forecasts. 

· Verification results over the hindcast period are mandatory for the exchange of LRF verification scores.  Producing centres have to send new hindcast verification results as soon as their forecast system is changed.

3.5
Real-time monitoring of forecasts

It is recommended that there be regular monitoring of the real time long range forecasts. It is acknowledged that this real-time monitoring is neither as rigorous nor as sophisticated as the hindcast verification; nevertheless it is necessary for forecast production and dissemination.  It is also acknowledged that the sample size for this real-time monitoring may be too small to assess the overall skill of the models.  However, it is recommended that the forecast and the observed verification for the previous forecast period be presented in visual format to the extent possible given the restrictions on availability of verification data. 

Real-time monitoring of forecast performance is an activity for the GPCs rather than the Lead Centre. GPCs are free to choose the format and content of real-time monitoring information.

4. VERIFICATION DATA SETS

The same data should be used to generate both climatology and verification data sets, although the forecast issuing Centres/Institutes own analyses or reanalyses and subsequent operational analyses may be used when other data are not available.  

Many LRF are produced that are applicable to limited or local areas.  It may not be possible to use the data in either the recommended climatology or verification data sets for validation or verification purposes in these cases.  Appropriate data sets should then be used with full details provided.

Verification should be done using the recommended data sets as listed on the Lead Centre web site (http://www.bom.gov.au/wmo/lrfvs/).
5. SYSTEM DETAILS

Information must be provided on the system being verified. This information should include (but is not restricted to):

1. Whether the system numerical, empirical or hybrid,

2. Whether the system is deterministic or probabilistic,

3. Model type and resolution,

4. Ensemble size,

5. Boundary conditions specifications,

6. List of parameters being assessed,

7. List of regions for each parameter,

8. List of forecast ranges (lead times) and periods for each parameter,

9. Period of verification,

10. The number of hindcasts or predictions incorporated in the assessment and the dates of these hindcasts or predictions,

11. Details of climatological and verification data sets used (with details on quality control when these are not published),

12. If appropriate, resolution of fields used for climatologies and verification.

Verification data for the aggregated statistics and the grid point data should be provided on the web. The contingency tables should be made available by the web or anonymous FTP.  Real-time monitoring should be done as soon as possible and made available on the web.

6. DETAILED TASKS OF THE LEAD CENTRE
6.1
The Lead Centre will provide access to verification datasets on the SVSLRF web site.  The verification datasets will be in GRIB1 format.  They will be translated to GRIB2 format when the encoder/decoder becomes widely available.  The RSMC Montreal will take the responsibility for preparing the verification datasets.  These will be updated on the SVSLRF web site on a yearly basis provided that new data is made available.  The choice of the verification datasets will be revised as new datasets become available and as recommended by the appropriate CBS expert team. 

6.2
The Lead Centre will develop and provide specifications defining the format of the data to be sent to the Lead Centre for graphics preparation.  There is no need to specify standards for graphics to be sent to the SVSLRF web site because all graphics will be generated by the Lead Centre.  The WMC Melbourne will develop the infrastructure to generate all graphics posted on the SVSLRF web site. 

6.3
The Lead Centre will have the responsibility to make available the digital verification information as specified at levels 1, 2 and 3 (see section 3.1).

6.4
The Lead Centre will ensure that clear and concise information explaining the verification scores, graphics and data is available and maintained up-to-date on the SVSLRF web site.  The production of this documentation will be shared between the two co-lead centres.  Also, links to the participating Global Producing Centres (GPCs) will be listed on the SVSLRF web site.  The content of the documentation and information on interpretation and use of the verification data will be determined in consultation with the appropriate CBS expert team.

6.5
The Lead Centre will consult with the GPCs to make sure that the verification data is correctly displayed before making available their verification results on the SVSLRF web site.

6.6
The Lead Centre will ensure that the verification results placed on the SVSLRF web site come from global producing centres (officially recognised by CBS) with operational LRF commitments.

 6.1.3.7
The Lead Centre will provide and maintain software to calculate the verification scores.  The development of the software will be the responsibility of the RSMC Montreal.  The software code will be available on the SVSLRF web site.  It will be coded in FORTRAN language.  However, it is recognised that the use of this software is not mandatory.

6.8
The Lead Centre will publicise the SVSLRF web site to other organisations involved in verification (such as WGSIP, CCl etc.) and establish contacts in order to receive feedback and facilitate discussion for further development and improvement.

6.1.3.9
Once the SVSLRF web site is operational, the Lead Centre will provide progress reports every two years to CBS, prior to its meetings.
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Latest Version (WEPS_1103)

		Ensemble Name: JMA One-week EPS

		Ensemble Characteristics

		1. Ensemble Version		Model 1

		Version Identifier Code		WEPS_1103

		Date of first implementation of this version		29-Mar-11

		Global or Regional EPS? (See section 7 for items specific to regional EPS)		Global

		Data time of first forecast run		12UTC

		Date of last forecast with this version (if applicable)

		Data time of last forecast run (if applicable)

		Is there a higher-resolution control forecast available?		Y

		Brief summary of main changes from previous version (keywords).		Stochastic representation of physical parameterizations is introduced.

		2. Configuration of the EPS

		Horizontal resolution of the model		T319 (reduced linear Gaussian grid)

		Horizontal configuration and resolution of the output grid		0.5625 degree in Lat/Lon

		Number of model levels		60

		Forecast length and forecast step interval		T+0h to T+216h at 6h

		Runs per day (Times in UTC)		1 (12UTC)

		Is there an unperturbed control forecast included? (Y/N)		Y

		Number of perturbed ensemble members (excluding control)		50

		Is model coupled to an ocean model?		N

		Integration time step		1200sec

		Top of model - model section		~0.1hPa

		Additional comments

		3. Initial conditions and Perturbations

		Initial perturbation strategy		Singular Vectors (Total energy norm)

		Optimisation time in forecast (if applicable)		Northern Hemisphere (30N-90N) : T+48h
Tropics (30S-30N) : T+24h
Southern Hemisphere (90S-30S) : T+48h

		Horizontal resolution of perturbations (if different from model resolution)		T63L40

		Initial perturbed area		Northern Hemisphere (30N - 90N), 
Tropics (30S - 30N)
Southern Hemisphere (30N - 90N),

		Data assimilation method for control analysis		4D-Var 6h window

		Are perturbations to observations employed? (Y/N)		N

		Perturbations added to control analysis or derived directly from ensemble analysis		Added

		Perturbations in +/- pairs? (Y/N)		Y

		Additional comments

		4. Model Uncertainty Perturbations

		Is model physics perturbed?  If yes, briefly describe method(s).		Y. Stochastic perturbation of physics tendency

		Do all ensemble members use exactly the same model version, or are, for example, different parameterization schemes used? Please describe any differences.		Same

		Is model dynamics perturbed? If yes, briefly describe method(s).		N

		Are the above model uncertainty perturbations applied to the control forecast?		N

		Additional comments

		5. Surface Boundary Perturbations

		Perturbations to sea-surface temperature?  If yes, briefly describe method(s).		N

		Perturbations to soil moisture?  If yes, briefly describe method(s).		N

		Perturbations to surface wind stress or roughness?  If yes, briefly describe method(s).		N

		Any other surface perturbations?  If yes, briefly describe method(s).		N

		Are the above surface perturbations applied to the control forecast?		N

		Additional comments

		6. Other details of model

		What kind of soil scheme is in use?		Simple Biosphere (SiB) scheme

		How are radiations parametrized?		Two-stream with delta-Eddington approximation for shortwave (hourly)
 Table look-up and k-distribution methods for longwave (every three hours)

		What kind of Large scale dynamics is in use (e.g. gridpoint semi-Lagrangian)?		Spectral semi-lagrangian

		What kind of boundary layer parametrization is in use?		Mellor and Yamada level-2 turbulence closure scheme

		What kind of convection parametrization is in use?		Prognostic Arakawa-Schubert cumulus parameterization

		What Cloud scheme is in use?		Prognostic cloud water, cloud cover diagnosed from moisture and cloud water

		Other relevant details?

		7. Regional Ensemble specifics

		Regional domain descriptor (lat/long of boundaries)

		Normal source of boundary conditions

		Are boundary conditions perturbed?

		Specification of boundary conditions required.

		Are boundary condition requirements compatible with any other global models or standards? If so, please describe

		Additional comments

		8. Further Information

		Scientific contact

		Technical contact point

		Other contact points

		List key reference papers for model

		List key reference papers for EPS

		URLs for system documentation		http://www.jma.go.jp/jma/jma-eng/jma-center/nwp/nwp-top.htm

		Data policy of originating centre for usage of data in TIGGE

		9. TIGGE Specific Information

		Version Identifier Code

		Date of first forecast in TIGGE		21-Nov-07

		Data time of first forecast run in TIGGE		12UTC

		Date of last forecast in TIGGE

		Data time of last forecast run in TIGGE

		Is there a higher-resolution control forecast included in TIGGE? If so give tab name where it is described.		N

		Brief summary of main changes from previous version (keywords).		Same as previous version



http://www.jma.go.jp/jma/jma-eng/jma-center/nwp/nwp-top.htm



Version 4 (WEPS_1012) 

		Ensemble Name: JMA One-week EPS

		Ensemble Characteristics

		1. Ensemble Version		Model 1

		Version Identifier Code		WEPS_1012

		Date of first implementation of this version		16-Dec-10

		Global or Regional EPS? (See section 7 for items specific to regional EPS)		Global

		Data time of first forecast run		12UTC

		Date of last forecast with this version (if applicable)

		Data time of last forecast run (if applicable)

		Is there a higher-resolution control forecast available?		Y

		Brief summary of main changes from previous version (keywords).		Stochastic representation of physical parameterizations is introduced.

		2. Configuration of the EPS

		Horizontal resolution of the model		T319 (reduced linear Gaussian grid)

		Horizontal configuration and resolution of the output grid		0.5625 degree in Lat/Lon

		Number of model levels		60

		Forecast length and forecast step interval		T+0h to T+216h at 6h

		Runs per day (Times in UTC)		1 (12UTC)

		Is there an unperturbed control forecast included? (Y/N)		Y

		Number of perturbed ensemble members (excluding control)		50

		Is model coupled to an ocean model?		N

		Integration time step		1200sec

		Top of model - model section		~0.1hPa

		Additional comments

		3. Initial conditions and Perturbations

		Initial perturbation strategy		Singular Vectors (Total energy norm)

		Optimisation time in forecast (if applicable)		Northern Hemisphere (30N-90N) : T+48h
Tropics (20S-30N) : T+24h

		Horizontal resolution of perturbations (if different from model resolution)		T63L40

		Initial perturbed area		Northern Hemisphere (30N - 90N), 
Tropics (20S - 30N)

		Data assimilation method for control analysis		4D-Var 6h window

		Are perturbations to observations employed? (Y/N)		N

		Perturbations added to control analysis or derived directly from ensemble analysis		Added

		Perturbations in +/- pairs? (Y/N)		Y

		Additional comments

		4. Model Uncertainty Perturbations

		Is model physics perturbed?  If yes, briefly describe method(s).		Y. Stochastic perturbation of physics tendency

		Do all ensemble members use exactly the same model version, or are, for example, different parameterization schemes used? Please describe any differences.		Same

		Is model dynamics perturbed? If yes, briefly describe method(s).		N

		Are the above model uncertainty perturbations applied to the control forecast?		N

		Additional comments

		5. Surface Boundary Perturbations

		Perturbations to sea-surface temperature?  If yes, briefly describe method(s).		N

		Perturbations to soil moisture?  If yes, briefly describe method(s).		N

		Perturbations to surface wind stress or roughness?  If yes, briefly describe method(s).		N

		Any other surface perturbations?  If yes, briefly describe method(s).		N

		Are the above surface perturbations applied to the control forecast?		N

		Additional comments

		6. Other details of model

		What kind of soil scheme is in use?		Simple Biosphere (SiB) scheme

		How are radiations parametrized?		Two-stream with delta-Eddington approximation for shortwave (hourly)
 Table look-up and k-distribution methods for longwave (every three hours)

		What kind of Large scale dynamics is in use (e.g. gridpoint semi-Lagrangian)?		Spectral semi-lagrangian

		What kind of boundary layer parametrization is in use?		Mellor and Yamada level-2 turbulence closure scheme

		What kind of convection parametrization is in use?		Prognostic Arakawa-Schubert cumulus parameterization

		What Cloud scheme is in use?		Prognostic cloud water, cloud cover diagnosed from moisture and cloud water

		Other relevant details?

		7. Regional Ensemble specifics

		Regional domain descriptor (lat/long of boundaries)

		Normal source of boundary conditions

		Are boundary conditions perturbed?

		Specification of boundary conditions required.

		Are boundary condition requirements compatible with any other global models or standards? If so, please describe

		Additional comments

		8. Further Information

		Scientific contact

		Technical contact point

		Other contact points

		List key reference papers for model

		List key reference papers for EPS

		URLs for system documentation		http://www.jma.go.jp/jma/jma-eng/jma-center/nwp/nwp-top.htm

		Data policy of originating centre for usage of data in TIGGE

		9. TIGGE Specific Information

		Version Identifier Code

		Date of first forecast in TIGGE		21-Nov-07

		Data time of first forecast run in TIGGE		12UTC

		Date of last forecast in TIGGE

		Data time of last forecast run in TIGGE

		Is there a higher-resolution control forecast included in TIGGE? If so give tab name where it is described.		N

		Brief summary of main changes from previous version (keywords).		Same as previous version



http://www.jma.go.jp/jma/jma-eng/jma-center/nwp/nwp-top.htm



Version 3 (WEPS_0803) 

		Ensemble Name: JMA One-week EPS

		Ensemble Characteristics

		1. Ensemble Version		Model 1

		Version Identifier Code		WEPS_0903

		Date of first implementation of this version		24-Mar-09

		Global or Regional EPS? (See section 7 for items specific to regional EPS)		Global

		Data time of first forecast run		12UTC

		Date of last forecast with this version (if applicable)

		Data time of last forecast run (if applicable)

		Is there a higher-resolution control forecast available?		Y

		Brief summary of main changes from previous version (keywords).		Reduced spectral transformation was introduced.
Some defectives in dynamical processes were corrected.

		2. Configuration of the EPS

		Horizontal resolution of the model		T319 (reduced linear Gaussian grid)

		Horizontal configuration and resolution of the output grid		0.5625 degree in Lat/Lon

		Number of model levels		60

		Forecast length and forecast step interval		T+0h to T+216h at 6h

		Runs per day (Times in UTC)		1 (12UTC)

		Is there an unperturbed control forecast included? (Y/N)		Y

		Number of perturbed ensemble members (excluding control)		50

		Is model coupled to an ocean model?		N

		Integration time step		1200sec

		Top of model - model section		~0.1hPa

		Additional comments

		3. Initial conditions and Perturbations

		Initial perturbation strategy		Singular Vectors (Total energy norm)

		Optimisation time in forecast (if applicable)		Northern Hemisphere (30N-90N) : T+48h
Tropics (20S-30N) : T+24h

		Horizontal resolution of perturbations (if different from model resolution)		T63L40

		Initial perturbed area		Northern Hemisphere (30N - 90N), 
Tropics (20S - 30N)

		Data assimilation method for control analysis		4D-Var 6h window

		Are perturbations to observations employed? (Y/N)		N

		Perturbations added to control analysis or derived directly from ensemble analysis		Added

		Perturbations in +/- pairs? (Y/N)		Y

		Additional comments

		4. Model Uncertainty Perturbations

		Is model physics perturbed?  If yes, briefly describe method(s).		N

		Do all ensemble members use exactly the same model version, or are, for example, different parameterization schemes used? Please describe any differences.		Same

		Is model dynamics perturbed? If yes, briefly describe method(s).		N

		Are the above model uncertainty perturbations applied to the control forecast?		N

		Additional comments

		5. Surface Boundary Perturbations

		Perturbations to sea-surface temperature?  If yes, briefly describe method(s).		N

		Perturbations to soil moisture?  If yes, briefly describe method(s).		N

		Perturbations to surface wind stress or roughness?  If yes, briefly describe method(s).		N

		Any other surface perturbations?  If yes, briefly describe method(s).		N

		Are the above surface perturbations applied to the control forecast?		N

		Additional comments

		6. Other details of model

		What kind of soil scheme is in use?		Simple Biosphere (SiB) scheme

		How are radiations parametrized?		Two-stream with delta-Eddington approximation for shortwave (hourly)
 Table look-up and k-distribution methods for longwave (every three hours)

		What kind of Large scale dynamics is in use (e.g. gridpoint semi-Lagrangian)?		Spectral semi-lagrangian

		What kind of boundary layer parametrization is in use?		Mellor and Yamada level-2 turbulence closure scheme

		What kind of convection parametrization is in use?		Prognostic Arakawa-Schubert cumulus parameterization

		What Cloud scheme is in use?		Prognostic cloud water, cloud cover diagnosed from moisture and cloud water

		Other relevant details?

		7. Regional Ensemble specifics

		Regional domain descriptor (lat/long of boundaries)

		Normal source of boundary conditions

		Are boundary conditions perturbed?

		Specification of boundary conditions required.

		Are boundary condition requirements compatible with any other global models or standards? If so, please describe

		Additional comments

		8. Further Information

		Scientific contact

		Technical contact point

		Other contact points

		List key reference papers for model

		List key reference papers for EPS

		URLs for system documentation		http://www.jma.go.jp/jma/jma-eng/jma-center/nwp/nwp-top.htm

		Data policy of originating centre for usage of data in TIGGE

		9. TIGGE Specific Information

		Version Identifier Code

		Date of first forecast in TIGGE		21-Nov-07

		Data time of first forecast run in TIGGE		12UTC

		Date of last forecast in TIGGE

		Data time of last forecast run in TIGGE

		Is there a higher-resolution control forecast included in TIGGE? If so give tab name where it is described.		N

		Brief summary of main changes from previous version (keywords).		Same as previous version



http://www.jma.go.jp/jma/jma-eng/jma-center/nwp/nwp-top.htm



Version 2 (WEPS_0711) 

		Ensemble Name: JMA One-week EPS

		Ensemble Characteristics

		1. Ensemble Version		Model 1

		Version Identifier Code		WEPS_0711

		Date of first implementation of this version		21-Nov-07

		Global or Regional EPS? (See section 7 for items specific to regional EPS)		Global

		Data time of first forecast run		12UTC

		Date of last forecast with this version (if applicable)

		Data time of last forecast run (if applicable)

		Is there a higher-resolution control forecast available?		Y

		Brief summary of main changes from previous version (keywords).		Resolution : TL159L40 to TL319L60
Perturbation : BGM to SV
Time Integration : 3-time level to 2-time level

		2. Configuration of the EPS

		Horizontal resolution of the model		T319 (linear Gaussian grid)

		Horizontal configuration and resolution of the output grid		0.5625 degree in Lat/Lon

		Number of model levels		60

		Forecast length and forecast step interval		T+0h to T+216h at 6h

		Runs per day (Times in UTC)		1 (12UTC)

		Is there an unperturbed control forecast included? (Y/N)		Y

		Number of perturbed ensemble members (excluding control)		50

		Is model coupled to an ocean model?		N

		Integration time step		1200sec

		Top of model - model section		~0.1hPa

		Additional comments

		3. Initial conditions and Perturbations

		Initial perturbation strategy		Singular Vectors (Total energy norm)

		Optimisation time in forecast (if applicable)		Northern Hemisphere (30N-90N) : T+48h
Tropics (20S-30N) : T+24h

		Horizontal resolution of perturbations (if different from model resolution)		T63L40

		Initial perturbed area		Northern Hemisphere (30N - 90N), 
Tropics (20S - 30N)

		Data assimilation method for control analysis		4D-Var 6h window

		Are perturbations to observations employed? (Y/N)		N

		Perturbations added to control analysis or derived directly from ensemble analysis		Added

		Perturbations in +/- pairs? (Y/N)		Y

		Additional comments

		4. Model Uncertainty Perturbations

		Is model physics perturbed?  If yes, briefly describe method(s).		N

		Do all ensemble members use exactly the same model version, or are, for example, different parameterization schemes used? Please describe any differences.		Same

		Is model dynamics perturbed? If yes, briefly describe method(s).		N

		Are the above model uncertainty perturbations applied to the control forecast?		N

		Additional comments

		5. Surface Boundary Perturbations

		Perturbations to sea-surface temperature?  If yes, briefly describe method(s).		N

		Perturbations to soil moisture?  If yes, briefly describe method(s).		N

		Perturbations to surface wind stress or roughness?  If yes, briefly describe method(s).		N

		Any other surface perturbations?  If yes, briefly describe method(s).		N

		Are the above surface perturbations applied to the control forecast?		N

		Additional comments

		6. Other details of model

		What kind of soil scheme is in use?		Simple Biosphere (SiB) scheme

		How are radiations parametrized?		Two-stream with delta-Eddington approximation for shortwave (hourly)
 Table look-up and k-distribution methods for longwave (every three hours)

		What kind of Large scale dynamics is in use (e.g. gridpoint semi-Lagrangian)?		Spectral semi-lagrangian

		What kind of boundary layer parametrization is in use?		Mellor and Yamada level-2 turbulence closure scheme

		What kind of convection parametrization is in use?		Prognostic Arakawa-Schubert cumulus parameterization

		What Cloud scheme is in use?		Prognostic cloud water, cloud cover diagnosed from moisture and cloud water

		Other relevant details?

		7. Regional Ensemble specifics

		Regional domain descriptor (lat/long of boundaries)

		Normal source of boundary conditions

		Are boundary conditions perturbed?

		Specification of boundary conditions required.

		Are boundary condition requirements compatible with any other global models or standards? If so, please describe

		Additional comments

		8. Further Information

		Scientific contact

		Technical contact point

		Other contact points

		List key reference papers for model

		List key reference papers for EPS

		URLs for system documentation		http://www.jma.go.jp/jma/jma-eng/jma-center/nwp/nwp-top.htm

		Data policy of originating centre for usage of data in TIGGE

		9. TIGGE Specific Information

		Version Identifier Code

		Date of first forecast in TIGGE		21-Nov-07

		Data time of first forecast run in TIGGE		12UTC

		Date of last forecast in TIGGE

		Data time of last forecast run in TIGGE

		Is there a higher-resolution control forecast included in TIGGE? If so give tab name where it is described.		N

		Brief summary of main changes from previous version (keywords).		Same as previous version



http://www.jma.go.jp/jma/jma-eng/jma-center/nwp/nwp-top.htm



Version 1 (WEPS_0603)

		Ensemble Name: JMA One-week EPS

		Ensemble Characteristics

		1. Ensemble Version		Model 1

		Version Identifier Code		WEPS_0603

		Date of first implementation of this version		1-Mar-06

		Global or Regional EPS? (See section 7 for items specific to regional EPS)		Global

		Data time of first forecast run		12UTC

		Date of last forecast with this version (if applicable)		20-Nov-07

		Data time of last forecast run (if applicable)		12UTC

		Is there a higher-resolution control forecast available?		Y

		Brief summary of main changes from previous version (keywords).		Member : 25 to 51  
Resolution : T106L40 to TL159L40

		2. Configuration of the EPS

		Horizontal resolution of the model		T159 (linear Gaussian grid)

		Horizontal configuration and resolution of the output grid		1.125 degree in Lat/Lon

		Number of model levels		40

		Forecast length and forecast step interval		T+0h to T+216h at 6h

		Runs per day (Times in UTC)		1 (12UTC)

		Is there an unperturbed control forecast included? (Y/N)		Y

		Number of perturbed ensemble members (excluding control)		50

		Is model coupled to an ocean model?		N

		Integration time step		1200sec

		Top of model - model section		~0.4hPa

		Additional comments

		3. Initial conditions and Perturbations

		Initial perturbation strategy		Breeding of Growing Modes (Breeding Cycle : 12 hour)

		Optimisation time in forecast (if applicable)

		Horizontal resolution of perturbations (if different from model resolution)

		Initial perturbed area		Northern Hemisphere (20N - 90N), 
Tropics (20S - 20N)

		Data assimilation method for control analysis		4D-Var 6h window

		Are perturbations to observations employed? (Y/N)		N

		Perturbations added to control analysis or derived directly from ensemble analysis		Added

		Perturbations in +/- pairs? (Y/N)		Y

		Additional comments

		4. Model Uncertainty Perturbations

		Is model physics perturbed?  If yes, briefly describe method(s).		N

		Do all ensemble members use exactly the same model version, or are, for example, different parameterization schemes used? Please describe any differences.		Same

		Is model dynamics perturbed? If yes, briefly describe method(s).		N

		Are the above model uncertainty perturbations applied to the control forecast?		N

		Additional comments

		5. Surface Boundary Perturbations

		Perturbations to sea-surface temperature?  If yes, briefly describe method(s).		N

		Perturbations to soil moisture?  If yes, briefly describe method(s).		N

		Perturbations to surface wind stress or roughness?  If yes, briefly describe method(s).		N

		Any other surface perturbations?  If yes, briefly describe method(s).		N

		Are the above surface perturbations applied to the control forecast?		N

		Additional comments

		6. Other details of model

		What kind of soil scheme is in use?		Simple Biosphere (SiB) scheme

		How are radiations parametrized?		Two-stream with delta-Eddington approximation for shortwave (hourly)
 Table look-up and k-distribution methods for longwave (every three hours)

		What kind of Large scale dynamics is in use (e.g. gridpoint semi-Lagrangian)?		Spectral semi-lagrangian

		What kind of boundary layer parametrization is in use?		Mellor and Yamada level-2 turbulence closure scheme

		What kind of convection parametrization is in use?		Prognostic Arakawa-Schubert cumulus parameterization

		What Cloud scheme is in use?		Prognostic cloud water, cloud cover diagnosed from moisture and cloud water

		Other relevant details?

		7. Regional Ensemble specifics

		Regional domain descriptor (lat/long of boundaries)

		Normal source of boundary conditions

		Are boundary conditions perturbed?

		Specification of boundary conditions required.

		Are boundary condition requirements compatible with any other global models or standards? If so, please describe

		Additional comments

		8. Further Information

		Scientific contact

		Technical contact point

		Other contact points

		List key reference papers for model

		List key reference papers for EPS

		URLs for system documentation		http://www.jma.go.jp/jma/jma-eng/jma-center/nwp/nwp-top.htm

		Data policy of originating centre for usage of data in TIGGE

		9. TIGGE Specific Information

		Version Identifier Code

		Date of first forecast in TIGGE		25-Sep-06

		Data time of first forecast run in TIGGE		12UTC

		Date of last forecast in TIGGE		20-Nov-07

		Data time of last forecast run in TIGGE		12UTC

		Is there a higher-resolution control forecast included in TIGGE? If so give tab name where it is described.		N

		Brief summary of main changes from previous version (keywords).



http://www.jma.go.jp/jma/jma-eng/jma-center/nwp/nwp-top.htm



Metadata Info

		WMO Standard Metadata for Ensemble Prediction Systems (EPS)

		Name of Producing Centre:

		This spreadsheet provides a standard format for Metadata describing Ensemble Prediction Systems (EPS). It has been designed to meet the needs of potential users of ensemble forecasts and also the needs of the users of the TIGGE (THORPEX Integrated Grand G

		A copy of this metadata should be made available by each EPS producing centre and updated immediately as system upgrades are implemented. Copies of this metadata should also be provided to the TIGGE archive centres.

		Each Worksheet of the spreadsheet provides the Metadata for a different version of the ensemble; the different columns in the worksheet represent different models used within the ensemble where required. Whenever an ensemble producing centre updates its s

		Multi-model ensembles: where an ensemble includes more than one model, a separate column must be completed for each model.

		Where a producing centre provides a control forecast at a higher-resolution than the ensemble model, this should be described in a separate sheet of the table; a control forecast at the ensemble resolution should be included in the ensemble sheet. Where a

		Responsibility for updating the Metadata information lies with the producing centres; updates should be supplied to the TIGGE data centre at NCAR (and the other TIGGE data centres at ECMWF and CMA).

		This spreadsheet is designed by the WMO CBS Expert Team on Ensemble Prediction Systems (ET EPS) in collaboration with the TIGGE Working Group.The ET EPS can be contacted via WMO Headquarters in Geneva.

		Additional lines may be added to the table in future if required. Users are requested to contact the ET-EPS with any new requirements, so that tables at different centres can be kept consistent.

		The Master version of the Metadata spreadsheet will be available from the WMO Secretariat, from the ET-EPS contact, currently Peter Chen (Pchen@wmo.int)

		Instructions for updating:

		To add a new EPS version:

		1. Create a new Worksheet as a copy of the Template sheet (Right-click on Template tab, select Move or copy…, Tick copy and select location relevant to other sheets, Click OK). Alternatively, copy the previous version and change only the parts which need

		2. Place new worksheet at left end nearest this Info page. Worksheets should be ordered from the current version at the left to the oldest available version at the right next to the Template sheet.

		3. Give the Worksheet tab an appropriate name (eg Version 1.1)

		4. Complete or update the information in the Worksheet.





Sample

		1. System

		System name (version)

		Date of implementation

		2. Configuration

		Horizontal resolution of the model, with indication of grid spacing in km

		Number of model levels

		Top of model

		Forecast length and forecast step interval

		Runs per day (Times in UTC)

		Is model coupled to an ocean, waves, sea ice models? Specify which models

		Integration time step

		Additional comments

		3. Initial conditions

		Data assimilation method

		Additional comments

		4. Surface Boundary Conditions

		Sea-surface temperature?  If yes, briefly describe method(s).

		Land surface analysis?  If yes, briefly describe method(s).

		Additional comments

		5. Other details of model

		What kind of soil scheme is in use?

		How are radiations parametrized?

		What kind of Large scale dynamics is in use (e.g. gridpoint semi-Lagrangian)? Hydrostatic?

		What kind of boundary layer parametrization is in use?

		What kind of convection parametrization is in use?

		What Cloud scheme is in use?

		Other relevant details?

		6. Further Information

		Operational contact point

		URLs for system documentation

		URL for list of products
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