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1. Introduction – Principles and importance of verification

Allan Murphy, who built his scientific career on the science of verification has said “Verification activity has value only if the information generated leads to a decision about the forecast or system being verified”.  This immediately suggests that there must be a user for the verification output, someone who wants to know something specific about the quality of a forecast product, and who is in a position to make a decision based on verification results.  The user could be a forecaster for example, who is provided with the output from several models on a daily basis and wishes to know which of the models he can most rely on for forecast guidance.  Or, the user could be the manager of a project such as the WMO’s Severe Weather Forecasting Demonstration Project, “SWFDP”, who wishes to know whether the increased access to model guidance products is leading to a measureable improvement in forecasts issued by a NMHS.

1.1 Purposes of verification

In general, different users of verification results will have quite different needs, which means that the target user or users must be known before the verification system is designed, and also that the verification system design may need to be varied or broadened to ensure that the needs of all the users can be met. To summarize briefly, the first principle of verification is: Verification activity has value only if the information generated leads to a decision about the forecast or system being verified.   Thus, the user and the purpose of the verification must be known in advance.

Purposes of verification can be classified as either administrative or scientific, or rarely a combination of both. Administrative verification includes such goals as justifying the cost of a weather service or the cost of new equipment, or monitoring the quality of forecasts over long periods of time.  Administrative verification usually means summarizing the verification information into as few numbers as possible, using scoring rules.  Scientific verification, on the other hand, means identifying the strengths and weaknesses of a forecast in enough detail to be able to make decisions about how to improve the product, that is, to direct research and development activity.  Scientific verification therefore means more detail in the verification methodology, and less summarizing of the verification information.  The term “diagnostic verification” is often applied to verification with specific scientific goals; an example is “Does the ECMWF model forecast extreme precipitation more accurately than the NCEP model, and under what conditions?”  

For the SWFDP it is fair to say that verification needs to be done for both main purposes, administrative and scientific.  At the administrative level, the need is to demonstrate the impact of the project in terms of improved operational forecasting services.  It might also be to demonstrate improvements in forecast quality, though this implies that there exists some objective measure of forecast quality before the project started.At the scientific level, the main need is to establish the level of accuracy of severe weather forecasts and to determine the accuracy of the various guidance products for African countries. 
1.2 Three main principles of verification
The above discussion of purposes of verification can be summarized into a first principle of verification:  The user and purpose of the verification must be known in advance.  Preferably, user(s) and purpose(s) should be defined in great detail, as specifically as possible.  It is useful to actually state the purpose beforehand, for example:  “To determine whether the NMC forecasts are increasing in accuracy with the introduction of RSMC guidance forecasts of extreme precipitation.”  

A second principle of verification is that no single verification measure provides complete information about the quality of a forecast product. Scores that are commonly used in verification are limited in the sense that they measure only a specific aspect or attribute of the forecast quality. Use of a single score by itself can lead to misleading information; one can improve the forecast according to the score, but at the same time degrade the performance in other ways not measured by the score.  Thus it is advisable to use two or more complementary scores to obtain a more complete picture of the forecast accuracy.

A third principle of verification is that the forecast must be stated in such a way that it is verifiable, which implies a completely clear statement about the exact valid time or valid period of the forecast, and the location or area for which the forecast is valid, along with the nature of the predicted event.  For example, “Rain accumulations of more than 50 mm are expected in the southern half of Madagascar tomorrow,” is a verifiable forecast if it is known by both forecasters and users what “southern half” refers to, and exactly the hours of “tomorrow”.  (Is it 00 UTC to 00UTC, 06UTC to 06UTC, or defined as the 24h day in local time?) 

1.3 Verification as a component of quality assurance of forecast services

“Verification” is actually only one aspect of the overall “goodness” of a forecast.  By “verification” we usually mean the evaluation of the quality of the forecast, by objectively measuring how well the forecast corresponds with the actual weather, as revealed by observations.  Another aspect of forecast “goodness”, no less important, is its “value”.  Value is defined as the increase or decrease in economic or other benefit to the user, resulting from using the forecast.  The assessment of value requires specific quantitative information on the consequences to the user of taking action on the basis of the forecast, in addition to verification information.  Value is most often objectively assessed using methods of decision theory such as cost-loss analysis.  In the context of the SWFDP, forecast value accrues mostly in the form of reduction of risks to life and limb arising from severe weather events, which could be subjectively assessed in consultation with disaster management organizations in the SWFDP countries.  The discussion in this document is limited to the verification aspects of forecast goodness.

Along with the evaluation of forecast goodness, verification is an integral part of the quality assurance of a forecast and warning production system. A complete evaluation system might also include efforts to answer questions such as: “Are the forecasts issued in time to be useful?” (timeliness); “Are the forecasts delivered to the users in a form they can understand and use?” (relevance); and “Are the forecasts ALWAYS delivered on time?” (robustness). Efforts to answer such questions imply continuing dialogue with user communities such as disaster preparedness agencies in the case of severe weather forecasts.

1.4. The importance of verification 
Verification, as an activity has always been recognized as important, an essential ingredient in the forecasting process, however in reality, it has been poorly understood and not well implemented and often not maintained as an continuing activity.  

Over the last 10 years, there has been a proliferation on the Internet of daily weather forecasts for hundreds of cities, produced by national and private forecasting centers.  In many cases, they are not accompanied by information on their quality.  The majority of these forecasts are interpolated automatically from the raw output of the surface weather parameters of the global models, which have not been verified or even validated (during product development), except perhaps within the region of responsibility of the issuing center.  This is very poor practice.  

In the context of the SWFDP, this means that all the direct model output products which are available from ECMWF, NCEP, and the Met Office UK to the project have not been verified at all for any country in Africa, a situation which has recently been changing due to SWFDP actvities.Some first results of verification of global models with respect to GTS observations from E. African countries are shown in section 7.  Given that it is also generally known that models have systematic weaknesses in the tropics, it becomes even more risky to use these products without verifying them.  At the very least, verification results should quickly indicate which of the three models performs most reliably as forecasting guidance.

Comprehensive verification of forecast products for the global models is probably best done at the source of the model output, since it is easiest to transfer relatively small datasets of observations to the global center rather than to transfer much larger archives of gridded model output to the individual NMHSs for verification.  That being said, the methods presented in this document can be applied to the output from the global deterministic models quite easily as well as to verification of the local severe weather forecasts, and forecasts from the RSMC.

While this document describes procedures for objective verification of SWFDP forecasts, there is a role for subjective verification, and in fact it may be difficult to completely eliminate all subjectivity from the process even in “objective” verification efforts.  For the SWFDP, subjective verification or evaluation may be needed in data sparse areas, and is useful for the evaluation of guidance for specific case studies of events. If subjective judgments are used in any part of the verification process, this must be stated clearly.

And finally, this document is about objective verification procedures for “severe weather forecasts”, which derive extra significance because of the need for rapid protective action.  The emphasis is on assessment of the meteorological content of the forecasts, and not on the perceived or real value of these forecasts to users, or the effectiveness of the delivery of these forecasts to users, both of which require additional information to evaluate.  “Severe weather warnings” are considered to embody the advance public alert of potentially hazardous weather, and for the purposes of the verification measures described herein, are taken to be the most complete description of the severe conditions expected, including location, start and end times and the type of severe weather expected. If a warning is not issued, it is assumed that no severe weather is expected to occur. 

2. Verification procedure for the SWFDP severe weather forecasts

The best procedure to follow for verification depends not only on the purpose of the verification and the users, but also on the nature of the variable being verified.  For the African  SWFDPs, the main forecast variables are extreme precipitation and strong winds, with “extreme” defined by thresholds of 30 or 50 mm in 6 h, 30 or 50mm or 100 mm in 24h and “strong” winds being defined by thresholds of 20 kt and 30kt. (see Table 1 of the operational implementation plan).  These are therefore categorical variables, and verification measures designed for categorical variables should be applied.  In each case, there are two categories, referring to occurrence or non-occurrence of weather conditions exceeding each specific threshold.

The following subsections describe the suggested procedures for building contingency tables and calculating scores.

2.1 Defining the event

Categorical and probabilistic forecasts always refer to the occurrence or non-occurrence of a specific meteorological event.  The exact nature of the event being predicted must be clearly stated, so that the user can clearly understand what is being predicted and can choose whether or not to take action based on the forecast.  The event must also be clearly defined for verification purposes. Specifically, 


-The location or area of the predicted event must be stated


-The time range over which the forecast is valid must be stated, and


-The exact definition of the event must be clearly stated.

Sometimes these aspects will be defined at the beginning of a season or the beginning of the provision of the service and will remain constant, for example, the establishment of fixed forecast areas covering the country.  As long as this information is communicated to the forecast user community, then it would not be necessary to redefine the area to which a forecast applies unless the intent is to subdivide the standard area for a specific forecast.

The time range of forecast validity has been established as part of the project definition, for example 6h and 24h total precipitation, and wind maxima over 24h.  The 24h period needs also to be stated (the UTC day, 00 to 24, the climatological day, e.g. 06 to 06 UTC, or the local time day, 00 to 24. For verification one needs to use the definition which corresponds to the observation validity period.

For the SWFDP, it would be best if the larger countries were to be divided geographically into fixed (constant) areas of roughly the same size, areas within which are climatologically homogeneous.  Each region should have at least one reporting station.  The smaller the area size, the more the forecast is potentiallyuseful, but the predictability is lower for smaller areas, giving rise to a lower hit rate, and higher numbers of false alarms and missed events (terminology is defined below, in section 2.2), i.e., more difficult to make a good prediction..  The sparseness of observational data also imposes constraints on the subdivision of areas.  One cannot verify a forecast without relevant observations.  On the other hand, larger areas make the forecasts potentially less useful, for example, to disaster management groups or other users who need detailed enough location information associated with the predicted severe weather to effectively deploy their emergency resources, or to implement effective protective or emergency actions.

To summarize, in choosing the size and location of fixed domains for severe weather warnings, several criteria should be taken into account:

1. The location and readiness of disaster relief agencies:  The domains should be small enough that disaster relief agencies can respond effectively to warnings within the lead time that is normally provided.

2. The availability of observation data. Each domain should have at least one representative and reliable observation site for forecast verification purposes

3. Climatology/terrain type:  It is most useful to define regions so that they are as climatologically homogeneous as possible.  If there are parts of the domain that are much more likely to experience severe weather than others, these could be kept in separate regions.

4. Severe weather impacts:  The domain locations and sizes should take into account factors affecting potential impacts such as population density, disaster-prone areas etc.

Within these guidelines, it is also useful if the warning areas are roughly equal in size, since that will help ensure consistent verification statistics.  And, within each country, the warning criteria should be constant for all domains.  Finally, for the purposes of the African SWFDPs, and for possible comparisons with the results of verification of the global model forecasts over multiple countries, it would be useful if the subdomains in all countries would be roughly similar in size.  

2.2 Preparing the contingency table

The first step in almost all verification activity is to collect a matched set of forecasts and observations. The process of matching the forecast with the corresponding observation isn’t always simple, but a few general guidelines can be stated.  If the forecast event and the forecast are clearly stated then it is much easier to match with observations. For the SWFDP, the forecast event is the expected occurrence of severe weather conditions somewhere in the forecast area, sometime during the valid time period of the forecast.  Then,

A “hit” (a) is defined by the occurrence of AT LEAST one observation of severe weather conditions, as defined by the thresholds anywhere in the forecast area, anytime during the forecast valid time. Note that by this definition, more than one report of severe weather within the forecast valid area and time period does not add another event.; only one “hit” is recorded.

A “false alarm” (b) is recorded when severe weather is forecast, but there is no severe weather observed anywhere in the forecast valid area during the valid period.

A “missed event” (c) is recorded when severe weather is reported outside the area and/or the time period for which the warning is valid, or, whenever severe weather is reported and no warning is issued.  Only one missed event is recorded on each day, for each region where severe weather has occurred that is not covered by a warning.

A “correct negative” or “correct non-event” (d) is recorded for each day and each fixed forecast region for which no warning is issued and no severe weather is reported. 

If observational data are sparse, it may be difficult to determine whether severe weather occurred or not, since there is lots of space between stations for smaller scale convective storms which characterize much of the severe weather occurrences.  It is permissible to use “proxy” data such as reports of flooding to infer the occurrence of severe weather in the absence of observations, but full justification of these subjective decisions must be included with verification reports.

It is possible to incur missed events, false alarms and hits all at once.  Consider the following example, represented schematically in Figure 1:
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Figure 1. Schematic showing the matching of forecast severe weather threat areas with point precipitation observations.

Here, the yellow regions represent forecast severe weather areas and the stars represent observations of severe weather.  The “Os” represent observations of non-severe weather.  This case contains one hit (because there are observations of severe weather within the forecast severe weather area), one miss (because there is one or more observations of severe weather that do not lie in a forecast severe weather area) and one false alarm (because there is no severe weather reported in a severe weather forecast area).  Note that a false alarm is recorded only because there is a separate forecast area with no report of severe weather.  The fact that not all the stations in the larger area reported severe weather doesn’t matter; only one severe weather report is needed to score a hit. If there are no reporting stations in a forecast severe weather area, then forecasts for that area cannot be verified.

In this system, one cannot increase the number of hits by increasing the size of the forecast area.  However, increasing the size of the forecast area might reduce the chance of a missed event.  This should be kept in mind – If the size of the forecast severe weather area is increased merely to reduce the chance of a missed event, the forecast also becomes less useful since disaster mitigation authorities may not know where to deploy their resources to assist the needy. Each NMHS must seek to achieve its own balance between scale (size) of forecast areas and risk of false alarms and missed events.

A contingency table such as the one below is then produced by totaling up the number of hits, misses, false alarms and correct negatives for a sufficiently large number of daily cases.  Since the nominal verification period is one day, it makes sense to record a single case for each day and each fixed geographical region of each country.  If more than one result is recorded for a particular day’s forecast (e.g. both  a hit and a false alarm) then the result for that day should be divided by the number of different outcomes, 2 or 3.  The result is the addition of 1 case to the totals of a,b,c, and/or d for each day, though the “1” case may be partitioned over 2 or 3 boxes of the table. The sum total of the table in the bottom right corner will then equal the number of days times the number of separate geographical parts of the country for which observation data was available.

It might be most convenient to make two columns of 1’s and 0’s, one each for the forecast and the observation. Then the logic functions of Excel, for example, can be used to automatically produce the totals of a,b,c, and d over a sample of cases.  A table which is built this way could include several columns for forecasts from different sources, e.g., the RSMC guidance, and the model output from each of the global centers.  Each forecast, when combined with the observations, would lead to a different table.  The different tables could be scored to give comparative results.  Some examples of Excel spreadsheets are included with this document: 

1. ECMWF deterministic model forecasts for East African locations, matched to observations from East African countries that were available on the GTS from September 2010 to May 2011.

2. NCEP deterministic model forecasts for East African locations, matched to observations from East African countries that were available on the GTS from September 2010 to May 2011. 

3. Botswana NMS forecasts for the 2008-9 rainy season matched with observations available to the NMS. 

A description of how to use these Excel files to carry out verification of forecasts for specific locations and forecast projection times is included in the appendix.
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Figure 2. The contingency table for dichotomous (yes-no) events.
2.3 Calculating scores using the contingency table
Scores that can be computed from the contingency table entries are listed in this section, along with their characteristics, strengths and weaknesses. This is not an exhaustive list of scores one can compute from the table, but those listed here are considered to be the most useful for verification of severe weather forecasts.  These scores are all functions of the entries of the contingency table as shown in Figure 2, and are easily computed.  The formulae shown below are incorporated into the sample Excel spreadsheet that accompanies this document.

Computation of these scores should be considered part of analysis and diagnosis functions that are routinely performed by forecasters.  These scores all have specific interpretations, discussed below, which help the forecaster perform these diagnosis tasks.  The scores give the most meaningful information if they are computed from large enough samples of cases, say 100 or so.  However, severe weather occurrences are rare events, and the number of forecasts and observations of severe weather may be small (fortunately), which makes the task of verification more important, but also more challenging. 

2.3.1 Probability of Detection (Hit Rate, or prefigurance) (PoD, HR)
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The Hit rate has a range of 0 to 1 with 1 representing a perfect forecast.  Since it uses only the observed events a and c in the table, it is sensitive only to missed events and not false alarms.  Therefore the HR can generally be improved by systematically over-forecasting the occurrence of the event. The HR is incomplete by itself and should be used in conjunction with either the false alarm ratio (FAR) below or the false alarm rate (FA)

2.3.2 False Alarm Ratio (FAR)
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The false alarm ratio is the ratio of the total false alarms (b) to the total events FORECAST (a+b).  Its range is 0 to 1 and a perfect score is 0.  It does not include c and therefore is not sensitive to missed events.  One can improve the FAR by systematically underforecasting rare events.  It also is an incomplete score and should be used in connection with the HR above.

2.3.3 Frequency Bias (B)
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The frequency bias uses only the marginal sums of the contingency table, and so is not a true verification measure, since it does not imply matching individual forecasts and observations. Rather, it compares the forecast and observed frequencies of occurrence of the event in the sample.  The forecast is said to be unbiased if the event is forecast with exactly the same frequency with which it is observed, so that the frequency bias of 1 represents the best score.  Values higher than one indicate over-forecasting (too frequently) and values less than 1 indicate underforecasting (not frequent enough).  When used in connection with the HR or the FAR, the bias can be used to explain the forecasting strategy with respect to the frequencies of false alarms or misses. Note that the bias can be computed for the non-events too, as (c+d)/(b+d).  If the frequency bias is computed for all the categories of the variable, then it gives an indication of the differences between the forecast and observed distributions of the variable.

2.3.4 Threat Score (Critical success index) (TS, CSI)
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The threat score (or critical success index) is frequently used as a standard verification measure, for example in the U.S.A.  It has a range of 0 to 1 with a value of 1 indicating a perfect score.  The CSI is more complete than the HR and FAR since it is sensitive to both missed events and false alarms.  Thus it is harder to adopt a systematic forecasting strategy that is guaranteed to improve the score.  It does, however, share one drawback with many other scores: it tends to go to 0 as the event becomes rarer. This score is affected by the climatological frequency of the event; if one needs to compare forecasts (e.g. same forecasts from different sources) using this score, but based on different verification samples, it might be wiser to use the Equitable Threat Score (ETS) which adjusts for the effects of differences in the climatological frequencies of the event between samples.  For evaluation of a forecast or for comparison of the accuracy of forecasts based on the same dataset, the CSI is a good general score. The ETS is given by:
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whereT is the sample size. The quantity ar is the number of forecasts that one would expect to get correct by chance, by just guessing the category to forecast.

2.3.5 The Heidke Skill Score (HSS)
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In verification, the term “skill” has a very specific meaning:  Skill is the accuracy of a forecast compared to the accuracy of a “standard” forecast.  The standard forecast is usually chosen to be a forecast which is simple to produce, and may already be available to users.  The idea of a skill score is to demonstrate whether or not the forecast offers an improvement over the choice of an unskilled standard forecast.

The Heidke skill score uses the number correct for BOTH categories to measure accuracy, and the “standard” forecast is a simple “random” guess which of the two categories will occur.  The score is in the format:
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where the “number correct by chance” is the total number of forecasts, both severe and non-severe that you would expect to get right just by random guessing. could you prepare a simple “equation” for this, to replace this text?  Also “number correct by chance”, should be connected with the “uneducated guess” (sorry, I am getting picky, but we don’t want to lose them).  

The number correct by chance is defined the same way as for the ETS, but both categories are used. The number of forecasts correct is simply the sum of the diagonal elements of the contingency table, (a+d).

The HSS ranges from negative values to +1, Negative values indicate that the standard forecast is more accurate than the forecast; skill is negative.  The HSS represents the fraction by which the forecast improves on the standard forecast.  A perfect forecast gives a HSS of 1, no matter how good the standard forecast is.

The HSS defined this way is the easiest to apply and use.  All the information needed is contained in the contingency table.  It turns out that pure chance offers a pretty low standard of accuracy.  It is quite easy to improve on a chance forecast.  Other standards of comparison are persistence (“no change from the observed weather at the time the forecast was issued” or “what you see is what you get”) or climatology, which for a categorical forecast is defined as the most likely of the two categories.  That is, a climatological forecast is a forecast of no severe weather all the time.  This wouldn’t be a very useful forecast, but it would score well on most scores since (fortunately) “no severe weather” occurs much more often than “severe weather”.  In the contingency table, d is much larger than a, b, or c.  A climatological forecast of no severe weather may therefore be difficult to beat. In practice, though, persistence and climatology are not often used in the HSS because one must compile a separate contingency table for the reference forecast.

2.3.6 The False Alarm Rate (FA)
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The false alarm rate is often confused with the false alarm ratio, unfortunately.  The false alarm rate is simply the fraction of observed non-events that are false alarms.  By contrast, the false alarm ratio (FAR) is referenced to the total number of forecasts; it is the fraction of FORECASTS which were false alarms. (see above) The best score for the FA is 0, that is, one wishes to have as few false alarms as possible.  The FA is not often used by itself, but rather is used in connection with the hit rate (HR) (see above) in a comparative sense.  The HR is also referenced to the observations, specifically, the total number of observed events.

2.3.7 The Hanssen-Kuipers Score (KSS) (True Skill Statistic – TSS)
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The KSS is easiest to remember as the difference between the hit rate and the false alarm rate, as defined in 2.3.1 and 2.3.6 respectively.  This score measures the ability of the forecast to distinguish between occurrences and non-occurrences of the event.  The best possible score value is 1, which is obtained when the HR is 1 and the FA is 0.  If HR=FA, then the score goes to 0, which is the worst value possible. 

This score is used to indicate whether the forecast is able to discriminate situations which lead to the occurrence of the event from those which do not.  If, for example, the forecaster attempts to improve his hits by forecasting the event more often, this score will indicate whether he is incurring too many false alarms by doing so.  The idea is to increase the HR without increasing the FA too much.

One disadvantage of this score for rare events is that it tends to converge to the HR because the value of d becomes very large.

2.3.8 The Extreme Dependency Family of Scores (SEDS, EDI and SEDI)
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These are quite new scores, all described and analysed in a paper published in 2011.  They are successors to a score called the “Extreme dependency score”, which was published earlier, but has since been shown to have some less-desirable properties compared to these newer scores.  All of the EDS score family is designed to apply to the verification of rare (infrequent) events, exactly the type of extreme weather of concern in the SWFDP.  Several of the other scores shown above have a tendency to go to small values near 0 when the event in question occurs infrequently.  This can make it difficult to determine differences in performance, or to track improvements in the performance of a forecast system. The three new scores described in this section generally do not have this property, and therefore are more sensitive to real changes in accuracy of the forecast for rare events. 

Since these scores are new and are just beginning to be used in verification activities, the meaning of the values obtained is still being explored.  Computation of these scores in the SWFDP gives an opportunity to contribute to their understanding in the meteorological community.  Some aspects of their behaviour can be discerned from the equations.  First, they are all ratios of logarithms, which may seem complicated, but isn’t really. As ratios, it doesn’t matter whether natural logarithms or logarithms to base 10 are used, the results will be the same.  Secondly, they all use the more familiar contingency table quantities described above:

The Extremal dependency index (EDI) is the difference of the log of the false alarm rate and the log of the hit rate, divided by the sum of the logs of the false alarm rate and hit rate.  Since this score depends only on the hit rate and false alarm rate, it is related to the Hanssen-Kuipers score, which is just the difference between the HR and the FA.  This also means that it relates to the same forecast attribute as the H-K score, “discrimination”.  The EDI is therefore of use when one wishes to assess the quality of the forecast for discriminating the antecedent conditions leading to the occurrence of extreme weather from those which do not.

The Symmetric extremal dependency index (SEDI) is similar to the EDI; the added terms make this score “symmetrical” in the sense that relabeling the forecasts of the events as non-events and vice-versa leads to the same value of the score, but negative.  This is a rather theoretical property which is not often important, and unlikely to be important in the practice of the SWFDP, so the computation of the SEDI is not necessary; the score is included only for completeness.

The Symmetric extreme dependency score (SEDS) is different from the others in that it uses something called the “forecast frequency”, the number of times the event is forecast divided by the total number of cases in the verification sample.  This particular score should be of interest to forecasters because they can control the forecast frequency. A strategy of forecasting the event more often, for example, will increase this score only if the hit rate is increased proportionately more than the false alarms.

2.4 Interpreting the scores

One might wonder whether it is worth the effort to compute all these scores, or even most of them. Once the table is prepared, then the scores are easily computed anyhow, each requiring only one equation (on a spreadsheet for example) to compute from the entries of the contingency table. But more importantly, the different scores measure different aspects of forecast quality, and the use of several scores permits these different aspects or attributes, to be assessed. This section discusses aspects of the interpretation of the different scores.  

2.4.1 Attributes of the forecast measured by the scores – “Accuracy”, “Skill”, and “Discrimination”

The scores defined above can be grouped according to which attributes of the forecast they measure.  The HR, FAR, TS,  ETS and SEDS measure “accuracy”.  As an attribute, the accuracy of the forecast is just the level of agreement between forecasts and observations.   These scores all measure accuracy in slightly different ways, and are especially useful in different situations.  For example, the ETS is best to use if one wants to compare results on different samples, since differences in the observed frequency of the event are taken into account.  Both the HR and the FAR can be improved by altering one’s forecasting strategy, so should not be used alone.  And, the SEDS may be more useful than other scores if the observed frequency of the event in the sample is small.

The frequency bias measures the characteristics of the distribution of forecasts, compared to the distribution of observations, as mentioned above.  It is more of a diagnostic tool for the forecast rather than a true verification measure.

The HSS measures the attribute skill, as defined above.

The HR and FA, when used together, and the KSS measure the attribute “discrimination”, in fact, the KSS is sometimes called the Hanssen-Kuipers Discriminant.  While the attributes accuracy and skill are of particular importance to forecasters in deciding their forecasting strategy, discrimination is an attribute that relates more to the needs of the user of the forecast.  Measures of discrimination tell a user whether he can rely on the forecast to identify hazardous situations or not.  The following example illustrates the concept.
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Figure 3.Illustration of the concept of “discrimination”.  The red curve is a plot of the frequency of forecasts of different temperatures when the event “temperature lower than 0” did not occur, and the blue curve is the plot of the frequency of forecast temperatures when the event “temperature lower than 0” occurred.

Suppose a user is interested in knowing whether the minimum temperature will be below freezing.  The diagram shows a set of temperature forecasts, divided into two groups.  The red curve shows the frequency of forecast temperatures when the minimum temperature was above freezing (non-occurrences of the event) and the blue curve shows the frequency of forecast temperatures when the observed minimum temperature was below freezing (occurrences). It can be seen from the diagram that when the observed minimum was above freezing, most of the forecasts were above freezing.  There is just a small tail of the “red” distribution where forecasts are below freezing (false alarms).  On the other hand, about half of the time when below freezing temperatures occurred, the forecast was for above freezing (missed events).  If a user receives a temperature forecast in the range of +1, for example, this diagram shows that more often than not the actual minimum temperature was below 0 (the blue curve is higher than the red curve at temperatures around 1 degree)  On the other hand, forecasts above about +4 always verified (blue curve near 0), and forecasts of minimum temperatures below -0.5 also nearly always verified (red curve near 0).  It is the area of overlap of the two curves which is of concern to the user.  The larger this area, the harder it becomes for the user to be confident in his use of the forecast.  

The amount of separation of the two curves is in fact a measure of the ability of the forecast system to discriminate between the two categories.  But the important overlap region, where the user would be unsure of the forecast, should be as small as possible.  For a particular separation of the two categories, the overlap is minimized if the variation (variance) of the forecast distributions is small.  In summary, the usefulness of the forecast for decision-making by a user depends on the ability of the forecast system to discriminate events from non-events.  This is measured by comparing the hit rate and the false alarm RATE (not ratio).

2.4.2 An example of discrimination/decision-making ability when “risk” information is included in the forecast.

 For Madagascar, the “risk” forecasts from RSMC Pretoria were verified for the first two quarters of 2008-2009 from a user perspective.  The guidance forecasts include an estimate of “low”, “medium” or “high” risk.  Using each of these risk estimates as a threshold for forecasting the occurrence of severe weather (more than 50 mm rain in 24 h), three contingency tables can be obtained.  There are 211 cases in total.

	Low
	Obs yes
	Obs no
	Totals

	Fcst yes
	35
	34
	69

	Fcst no
	15
	127
	142

	Totals
	50
	161
	211

	Med
	Obs yes
	Obs no
	Totals

	Fcst yes
	31
	18
	49

	Fcst no
	19
	143
	162

	Totals
	50
	161
	211

	High
	Obs yes
	Obs no
	Totals

	Fcst yes
	13
	4
	17

	Fcst no
	37
	157
	194

	Totals
	50
	161
	211


Figure 4. Three contingency tables for forecasts of the occurrence of 24 h precipitation greater than 50 mm for Madagascar: Issue a warning if the RSMC forecast indicates at least “low” risk” (top); Issue a warning if the RSMC forecast indicates at least “medium” risk (middle); and Only issue a warning if the RSMC forecast indicates “high” risk (bottom) 

One can see from the tables that the use of a more restrictive threshold for forecasting the event (“high” risk only) reduces the number of hits but also reduces the number of false alarms, while the number of misses increases a lot.  To determine whether the false alarms are being reduced enough to be useful, one can plot the hit rate against the false alarm rate, to obtain the following diagram.
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Figure 5.A ROC plot for the Madagascar forecasts.  These forecasts show discrimination – no matter which threshold is used, the forecasts show at least some ability to separate active days from non-active days.  The forecasts show no discrimination if the hit rate = false alarm rate, along the diagonal line.

This is called a “ROC” curve, for relative operating characteristic.  These diagrams have been widely used in many fields, for example, determining the ability of an X-ray picture to show a pathology clearly enough that a doctor can see it in the presence of a noisy background. In our application the “noisy background” is the imperfect model guidance forecast, and the “pathology” is the severe weather event we are trying to forecast. Brought into meteorology in 1982, the ROC diagram is now widely used to verify ensemble probability forecasts.

In the diagram above for the Madagascar/RSMC Pretoria data, the three points obtained by plotting the HR vs. the FA for each of the three contingency tables are shown.  It is the fact that the three points remain above the diagonal line that is most important here. This means that, whatever the threshold chosen, the HR is always greater than the FA, and the forecast is able to distinguish situations leading to severe weather from those which do not lead to severe weather, with some skill.  If the points lay on the red diagonal line, the user would not be able to distinguish occurrences from non-occurrences on the basis of the forecast, and the forecast would be completely useless for decision-making.  The closer the points are to the upper left corner (HR=1 and FA=0), the better the discriminating ability of the forecast.

2.4.3 The troublesome “d”

The number of correct negatives, “d” is often hard to define in the contingency table. The most common problem is the sparseness of observations for determining severe weather occurrences.  Since severe weather often happens over a relatively small area, it is often not known whether “no report” of severe weather is a non-occurrence, or an occurrence that is missed by the observations. The effect on the table is possibly to cause hits to be reported as false alarms (forecast but not seen), and to cause missed events to be reported as correct negatives (not forecast and not seen, but occurred).

It is also difficult to define the spatial and temporal boundaries of the non-event. The option proposed in this document is to allow one correct negative for each specific forecast region per day, since the predicted variable is accumulated over 24 h.

Some of the scores defined above do not use “d” from the table.  These can be emphasized when there are doubts about the accuracy of the table entries because of missed observations.  These scores are the HR, FAR, TS and ETS. 

3. Example – Application and interpretation of contingency table results

The table below is taken from the excel file for Botswana data.  In this file, the tables and the scores are computed automatically from the dataset of matched observations and forecasts of the event (observation = 0 or 1, and forecast = 0 or 1 respectively)

	Contingency Table -Botswana original

	
	OBS YES
	OBS NO
	

	FCST YES
	26
	5
	31

	FCST NO
	27
	84
	111

	
	53
	89
	142

	
	
	
	

	
	
	
	

	Contingency Table - Botswana weighted

	
	OBS YES
	OBS NO
	

	FCST YES
	20
	4
	24

	FCST NO
	23
	84
	107

	
	43
	88
	131

	
	
	
	

	Scores
	Unweighted
	Weighted
	

	
	
	
	

	Percent correct
	0.77
	0.79
	

	Hit rate
	0.49
	0.46
	

	False Alarm Rate
	0.06
	0.04
	

	
	
	
	

	Freq bias
	0.58
	0.55
	

	
	
	
	

	False alarm ratio
	0.16
	0.15
	

	Threat Score
	0.45
	0.42
	

	Equitable threat score
	0.31
	0.31
	

	
	
	
	

	No Correct by chance
	81
	80
	

	Fraction correct by chance
	0.57
	0.61
	

	Heidke Skill
	0.47
	0.47
	

	
	
	
	

	Hanssen-Kuipers score
	0.43
	0.42
	

	
	
	
	

	Extreme Dependency Score
	0.16
	0.18
	


Figure 6.Contingency tables for a set of severe precipitation forecasts for Botswana, along with the scores for these tables.  The accompanying Excel file contains the equations to compute the scores. The lower table and the right hand column show results when forecasts are weighted so that one day produces one event.

The above table shows two contingency tables for forecasts of >50 mm precipitation for Botswana, for the period November 2008 to March, 2009. The top table was created from the list of events provided by the Botswana Meteorological Service.  In this case, each observation of severe weather was defined as a severe event, while inactive days were assigned one event each.  For the second table, days with multiple observations of severe conditions were weighted to match the weight for inactive days, so that each day totals to one event.  This reduced the total to 131 events, which is the total number of days covered by the sample. Entries in the table have been rounded to the nearest whole number for simplicity.  Of the 131 events, 43 were severe weather occurrences and 88 were inactive days. The scores were computed for both versions of the table; the differences in the results were not very large in general.  For the interpretation, the second table is emphasized though most comments also apply to the first table.

First, note the frequency bias:  The severe weather event was predicted only a little more than half as often as it occurred (24 forecasts vs 43 occurrences).  The hit rate (0.46) probably could be increased by forecasting the event more often, but the low false alarm ratio (.15) might also rise.  If false alarms are to be avoided (so that users will be sure to always heed the forecast, for example), then it may be desirable to keep the false alarms low even at the expense of higher missed events (23)

Next, consider the hit rate, the FAR and the TS together:  The FAR is quite low in this case, the hit rate (.46) is in the medium range, and the TS is also in the medium range, but a little lower than the HR because of the false alarms.

The ETS is much lower than the TS in this case because of the number expected correct by chance.  When the event happens fairly often (43/131 = 0.33 or 33% of the cases), then the number correct by random guessing would be large enough to matter, so the ETS is lower than the TS.  When the event becomes rare, the difference between the TS and ETS would be smaller, and both would normally be lower because of the difficulty of forecasting rare events.  The total forecasts of occurrences and non-occurrences that would be correct by guessing is 61%.  This compares to a total fraction correct (both categories) of (a+d)/T = 104/131 = 0.79 = 79%.  Thus the Heidke skill score (0.47) shows improvement over pure guessing.  In this document, the fraction correct (a+d)/T is not emphasized; it is a less useful score for rare events because it becomes dominated by the number of correct negatives (d), which may be very large and which obscures the accuracy of forecasts of the event.  The hit rate is the preferred accuracy measure.

For the Botswana forecasts, the Hanssen-Kuipers score is reasonably large too, indicating an important positive difference between hit rate and false alarm rate, and correspondingly, a good discrimination between severe weather days and non-severe weather days.

The extreme dependency score family of scores, EDS, SEDS, EDI and SEDI have been included here because they are new scores designed specifically for extreme (or rare) events.  As with any new score, it will take time and experience to calibrate oneself to the meaning of these score values.  In this case, the EDS has a low positive value.  This is likely due to the fact that a rare event is being predicted: More recent research on this score has shown that it is in fact still dependent on the rarity of the event, and therefore may not be any more useful than other established scores such as the ETS. More significantly, it is also known that the EDS can be improved by forecasting more false alarms, which is definitely an undesirable property of that score. For these main reasons, its use is no longer recommended.

The SEDS, EDI and SEDI all show modest positive values in this example.  Since these scores are new, further experience will be needed to fully assess the meaning of specific values of these scores.  It can be seen that the EDI and SEDI are larger than the SEDS, which is consistent with other experience.  All three of these scores improve slightly with the weighting, contrary to other scores. For the EDI and SEDI, this is because the drop in the false alarm rate from .056 to .041, while not as large numerically as the drop in the hit rate from .49 to .46, is nevertheless a more important decrease proportionally than the decrease in the HR.

4. Contingency Table verification of Spatially-defined forecasts – The RSMC severe weather charts
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Figure 7. An example of an RMSC Pretoria guidance forecast.
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Figure 8. An example of an RSMC Nairobi guidance forecast.
It has been agreed by all concerned that verification of the RSMC daily severe weather forecasting guidance forecasts would be a good idea.  The question arises – how should this be done?  The method proposed here is one possibility only; there may be other ways to accomplish the verification.  In fact there are several new techniques available that are specifically designed for spatially-defined forecasts. The method proposed here is consistent with the contingency table method discussed above, and should give results that can be compared with the contingency table results calculated at the NMHSs.

Consider a spatial definition of the 4 quantities in the contingency table, hits, false alarms, misses and correct negatives, as shown in Figure 8 below. Shown on the diagram are false alarms (areas where severe weather is forecast but is not observed), hits (areas where severe weather is both observed and forecast) and misses (areas where severe weather is observed but not forecast.  Definition of the correct negatives is more difficult.  In general, this would be the whole area that is not covered by any of the other three, which would usually be most of the domain of the forecast. (all of southern or Eastern Africa and adjacent oceans)

[image: image34.bmp]It is clear that computation of these areas requires at least quasi-continuous observations and forecasts. The RSMC forecasts are shown as continuous areas, but standard observations are far from sufficient to verify spatially continuous forecasts.  However the data from the EUMETSAT satellite-based  “Hydro-estimator” program (using Met Office UK’s NWP model) are quasi-continuous and would be of interest to use for this verification.  A word of caution is needed here: The Hydro-estimator data use a model to assist with the satellite estimates of precipitation (the UK model).  Therefore, if these data are used to verify the Met Office UK model precipitation forecasts, the results will be artificially inflated; the forecasts will look better than they should, because there is a statistical dependence between the model and the observations used to verify that model.  It should also be noted that the observations themselves are remotely-sensed, and will have lower spatial resolution than surface station observations.

To compute the four entries of the table, a,b,c, and d, it is necessary to divide the forecast domain into fixed areas.  These areas should be as small as possible, but not smaller than the resolution of the satellite data.  They could, for example, be 1 degree latitude by 1 degree longitude.  Once the domain is divided up this way, one can always combine the boxes later on for the purpose of verification at lower resolution, but verification at higher resolution would require going back to re-compute the table. This is the main reason for using small boxes.  Once the boxes have been determined, any “green” in the box means a forecast of the event, and any Hydro-estimator value over the threshold within the box constitutes an observation of the event..  Forecasts and observations can be compared box by box to determine in which box of the contingency table each forecast-observation pair belongs.

Once the forecast-observation digital database has been created for the spatial severe weather forecasts, this will be a valuable tool for verification work:  In addition to the basic contingency table scores, the data can be used for some of the newer diagnostic tools that are available for spatial forecasts, which will help determine whether there are systematic spatial errors in the model forecasts compared to the Hydro-estimator data.

5. A Few Words about verification of ensemble probability forecasts.

The verification of probability forecasts is somewhat different than for categorical forecasts. The observation, which is nearly always categorical – the event occurs or it doesn’t – is compared to a probability forecast of the category.  There are numerous scores for probability forecasts, including the Brier Score, the Brier Skill score, and the Rank probability score to name a few. However, one forecast attribute will be explored, the reliability.  “Reliability” is the degree to which the forecast probability matches the actual frequency of occurrence of the event.  If, on all occasions when one forecasts 30% probability of the event, the event happens 30% of the time, then the forecast is reliable.

Reliability is a little like bias:  If the event happens on average on 40% of the occasions when 30% probability is forecast, then this is an underforecast (the probability forecast is too low).  Conversely, if only 20% of the forecasts of 30% are associated with occurrences of the event, then this is an overforecast (the probability forecast is too high).  Reliability cannot be measured on a single forecast, because the observation is categorical.  Since one must collect numerous forecasts of each forecast probability (30%, 40% 50% etc) to obtain a good estimate of the observed frequency of occurrence of the event, quite a large sample of forecasts and observations is needed to calculate the reliability.

A reliability table is a graph of the frequency of occurrence of the event vs the forecast probability.  Here is an example, for one year of 24 h precipitation forecasts, for European stations, for 7 of the ensemble systems which are included in the TIGGE archive.
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Figure 10. Reliability diagrams for probability forecasts of >1 mm/24 h (left) and > 25 mm /24 h for Europe, for 7 different global ensemble systems, based on one year of data.  Observations are averaged over grid boxes for comparison with the ensemble probability estimates. 

The three ensembles available to the SWFDP project are included here: ECMWF is in red; the UKMO ensemble is in blue and the NCEP ensemble is in pink with triangles.  In the example shown here, all the ensembles are reasonably reliable (close to the diagonal line) for this 114 h forecast, for “any” precipitation, > 1 mm per 24h.  For the higher threshold, 25 mm per 24 h, the ECMWF and the UKMO ensembles show some reliability for forecasts up to 50%, though there is some overforecasting, while only the ECMWF ensemble attempts forecasts greater than 50% probability for this uncommon event.  These too are fairly reliable, with some tendency to overforecasting.  The NCEP ensemble, however, does not perform as well, with serious overforecasting of all probabilities up to 60%.  

It would be very useful for the SWFDP if verification like this could be done for African stations.  This would mean obtaining a quality controlled dataset of precipitation observations for at least one year (certainly one rainy season) and matching it with the corresponding ensemble forecasts from the three systems.  It should be noted that the results shown above are quite optimistic since the precipitation observations have been averaged over grid boxes (1 degree by 1 degree), and the reliability has been computed only for grid boxes where there are at least 9 stations.  In Africa and in many other parts of the world, station density isn’t high enough and verification will have to be done with respect to single station observations chosen to represent the precipitation over a grid box.  One must expect that reliability and other scores will be lower with respect to point observations, but the relative quality of the forecasts should still be discernable for African stations.

6. Web resources for further information

The EUMETCAL training site on verification – computer aided learning:C:\Users\wilsonl\Documents and Settings\Documents and Settings\Chen P\Local Settings\Temp\XPgrpwise\www.eumetcal.org.uk\eumetcal\verification\www\english\courses\msgcrs\index.htm
http://satreponline.org/vesa/verif/www/english/courses/msgcrs/index.htm
The website of the Joint Working Group on Forecast Verification Research:

http://www.cawcr.gov.au/projects/verification/
This contains definitions of all the basic scores and links to other sites for further information. 
7. Some verification results for the Eastern Africa SWFDP
7.1. ECMWF and NCEP global models verified with respect to GTS observations for the 2010-11 Wet season (September 2010 to May, 2011)
7.1.1 Data

ECMWF and NCEP were kind enough to supply matched observation and forecast data for their respective global models for all stations in the 6 countries for which they received observations on the GTS between September 2010 and May 2011, one rainy season.  These data are in a consistent format, as determined by ECMWF and followed by NCEP.  The data format and suggestions for manipulation of the data is described in more detail in the appendix; the excel spreadsheet included with this report has been set up to facilitate further verification and exploration of this dataset.
Figure 11 shows the locations of the stations represented in the dataset.  Unfortunately, there is no data available from Ethiopia or Burundi, and very little from Rwanda.  Data is available mostly from Kenya and Tanzania.  Up to a point, it can be assumed that the general conclusions about the accuracy of model forecasts apply throughout the region, but it would definitely be useful to have more detailed datasets available in future, and especially important to have datasets available if statistical post-processing of model output is to be undertaken.

7.1.2. Scatterplots – Looking at the data
The first step in forecast verification is to “look at the data”, which is easily accomplished by preparing a forecast-observed scatter plot.  Figure 12 shows such a plot for 24h ECMWF forecasts for all stations
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Figure 12. Scatterplot of 24 h ECMWF forecast precipitation amounts vs. observations for the 2010-2011 rainy season in E. Africa. The straight line is the best-fit line to the data.
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Figure 13.Scatterplot of 24 h NCEP forecast precipitation amounts vs. observations for the 2010-2011 rainy season in E. Africa. The straight line is the best-fit line to the data.
The first point to note about these two scatterplots is that the forecasts do not match the observations very well.  That is to say, the forecasts are not good quality in terms of the forecast precipitation amounts.  Convective precipitation is notoriously difficult to predict by a model, because of its small scale, especially in the tropics.
The second point to note is that there are quite a few severe observed events included in the dataset (observed precipitation over 50 mm). All of these, however are missed events: Neither model forecasts more than 50 mm when it is observed.ECMWF never predicts more than 50 mm at any of the stations at any time, the maximum forecast being about 46 mm. NCEP does attempt to predict more than 50 mm numerous times, but all except perhaps one case are “false alarms”
On both scatter plots, the straight line is an attempt to determine a predictive equation for rainfall at the station, given the model forecast rainfall.In both cases, since the quality of the model prediction is poor, neither predictive equation can be used.  The lack of quality is evidenced by the R-squared value, which is near 0 for both.  This means that the predictive equation explains practically none of the variation in the observations; the error in the forecast will be as large with the equation as without it.  One can, however, get an idea of the average errors in the forecasts by reading from the straight line.  For example, when 100mm is predicted by NCEP, the expected observed precipitation is about 20 mm, indicated by the location of the straight line for a forecast value of 100 mm.  This gives a hint of the tendency for the NCEP forecasts to “overforecast” precipitation.  For ECMWF, a forecastof 50 mm corresponds to an expected observed value of about 40 mm, according to the straight line, and so ECMWF is overforecasting only slightly on average.
7.1.3 Contingency Table Scores

We turn now to the contingency table scores, as defined above.  Since there are relatively few cases of extreme rainfall, and since the models appear not to predict the extreme rainfall events well at all, it will be simpler to understandthe performance of the models by using lower thresholds and computing the scores for these.  In the following, thresholds of 1, 5, 10, 20 and 30 mm have been used.
Figure 14 shows the frequency bias for the 2010-11 rainy season, all available stations, for the six thresholds and for the two models.  The frequency bias indicates whether the model is forecasting the event as often as it occurs (value of 1.0), more often than it occurs (>1.0) “overforecasting”, or less often than it occurs (<1.0) “underforecasting”.  

The first point to note is that both models overforecast significantly when the event is defined as “>1.0 mm / 24h”.  This is an indication of the known tendency towards overforecasting of “drizzle” in many models, the tendency to “leak” small amounts of precipitation.  For thresholds of 5 mm and higher, we see a difference in the performance of the two models: For 5 mm, ECMWF forecasts are nearly unbiased, while NCEP continues to overpredict.  For 10 mm and higher, ECMWF underpredicts the frequency of occurrence; in fact the underforecasting is extreme for thresholds over 20 mm.  NCEP, on the otherhand, shows a bias of near 1 for the 10 mm threshold, but also underforecasts for higher thresholds.  The NCEP bias, however, never drops much below 0.50 even for 30 mm.  This is consistent with the scatter plot results: NCEP attempts to predict higher amounts of precipitation, but not accurately.  The frequency bias does not consider accuracy.

The second point to note is that the bias is usually higher for both models for day 1 forecasts.  For day 2 and beyond, the bias drops for the NCEP forecasts, but stays approximately the same for the ECMWF forecasts.
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Figure 14. Frequency bias for ECMWF (solid) and NCEP (dashed) forecasts of precipitation categories > 1 mm, > 5 mm, > 10 mm >20 mm, and >30 mm precipitation in 24 h.
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Figure 15. Hit rate (HR) for ECMWF (solid) and NCEP (dashed) forecasts of > 1mm, >5mm. > 10 mm, > 20 mm, and >30 mm in 24 h for the 2010-11 rainy season.
The hit rate (Figure 15), shows the accuracy of the forecasts, specifically the percentage of the observed events which were correctly forecast.  The hit rate is highest for the lowest threshold, and decreases steadily with increasing threshold.  It should be noted that, according to the hit rate alone, the NCEP forecasts are a little more accurate than the ECMWF forecasts for all thresholds except the lowest.  The hit rate decreases with increasing forecast projection, as expected.  Results are shown up to day 5.
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Figure 16. False Alarm ratio (FAR) forECMWF (solid) and NCEP (dashed) forecasts of > 1mm, >5mm. > 10 mm, > 20 mm, and >30 mm in 24 h for the 2010-11 rainy season. 
The false alarm ratio shows the percentage of the forecasts of the event which were false alarms. False alarms are generally undesirable, so this should be as low as possible (0 is best).  Like the hit rate, the false alarm ratio should never be used alone; it is important to consider it in connection of the hit rate.  In the present example, the false alarm ratios are all high for both models, but it can be seen that the NCEP false alarm ratios are higher than the ECMWF ones at all thresholds, in some cases considerably higher.  This result sheds additional light on the quality of the NCEP forecasts relative to ECMWF:  The higher hit rates at NCEP are achieved at a cost of higher false alarms.  This means that the NCEP forecasts might be preferred if higher false alarm ratios are acceptable to users; otherwise, the ECMWF forecasts might be preferable achieving hit rates almost as high (higher at the lowest threshold), but with much lower false alarm ratios.
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Figure 17. Equitable Threat Score (ETS) as a functionof lead time for ECMWF forecasts (solid) and NCEP forecasts (dashed) of24 h precipitation amounts >1 mm, >5 mm, >10 mm, >20 mm and >30 mm.
The ETS is a commonly used score to measurethe accuracy of categorical forecasts.  Unlike the HR and the FAR, it takes into account both types of errors, misses and false alarms, and therefore it can be used alone as a general measure of accuracy.  This score does tend towards 0 for rarer events, as is clearly shown in Figure 17. This effect is undesirable for verification of rarer events (higher thresholds) because the score becomes insensitive to differences in accuracy of forecasts.  This is the main reason new scores such as the EDI were developed.  The ETS, however, is a good choice for general use, and the equitability property (It takes into account differences in the underlying climatology of the event so that results from samples with different frequencies of occurrence of the event can be compared.

Figure 17 shows a “truer” story than either the HR or the FAR alone: The ECMWF forecasts are clearly more accurate for the lowest two thresholds (light rain), while there is little difference in the forecast quality for thresholds of 10 mm and above.  NCEP seems to have a slight edge overall, but at these low values, that difference is not likely significant.  It should be noted that the score values are low for all thresholds for both models, indicating again that the precipitation amount forecasts cannot be used to indicate 24h precipitation totals at specific locations.
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Figure 18.Pierce skill score (KSS, TSS) for ECMWF (solid) and NCEP (dashed) forecasts of 24 h precipitation amounts>1 mm, 5 mm, 10 mm, 20 mm and 30 mm, for lead times of 1 to 5 days. All available GTS stations in E. Africa region, September 2010 to May 2011.

The Pierce Skill Score (Hanssen-Kuipers score, True skill statistic) measures the accuracy of the forecasts in a different way.  This score is an indicator of how well the forecast can distinguish situations leading to the occurrence of the event from those leading to the non-occurrence of the event.  As mentioned above the KSS is the difference between the hit rate and the false alarm rate.  Positive values indicate the hit rate is greater than the false alarm rate, indicating that the forecast is able to correctly distinguish occurrences from non-occurrences. The greater the difference, the higher the KSS and the clearer the distinction made by the forecast.
For the model forecasts tested, Figure 18 indicates that ECMWF is better than NCEP, but only at the lowest threshold.  For all thresholds above 1 mm, there is no significant difference between ECMWF and NCEP, and neither does a good job of discriminating occurrences from non-occurrences.
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Figure 19. SEDS for for forecasts of 24h precipitation accumulation for African stations, from ECMWF (solid) and NCEP (dashed). Thresholds are 1, 5, 10, 20, and 30 mm.
The Symmetric Extreme Dependency score (SEDS) was designed to avoid the problem of small values for events which are not common, and affliction which applies to other common scores such as the ETS and hit rate.  Studies of this score since it was developed indicate that it does not fully achieve this goal, but nevertheless the score is espected to be useful for forecaster-oriented evaluation of forecasts.  Since it uses the “forecaster frequency” (the total number of forecasts of the event divided by the total sample size), it is sensitive to changes in the forecaster’s forecast strategy.  If the event is forecast too often, then the score may be lower because of excessive false alarms.

In the present results, best (highest) values are obtained for both lowest thresholds (1 and 5 mm), and it can be seen that ECMWF scores better than NCEP, presumably because of NCEP’s tendency to overforecast.  For the 20 mm threshold, the SEDS values are about the same for both models, while for the 30 mm threshold, only NCEP scores could be computed because ECMWF did not score any hits for this threshold, and didn’t forecast it often.  The score for NCEP is quite low, indicating that, although the event was forecast, the accuracy is too low to be of use in practice.

Finally, it should be noted that there is a decrease with increasing threshold, partly because of the low frequency effect mentioned above, but also because of decreasing accuracy.
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Figure 20. Scores for E. Africa 24 h precipitation forecasts as a function of threshold, for day 3 ECMWF results shown as solid and NCEP results shown as dashed.

Figure 20 shows the same results as the previous figures in a different way.  Here the scores are plotted for a single forecast projection time (3 days), for different thresholds.  It is clear that most of the scores decrease for increasing threshold, which illustrates the effect of lower frequencies of occurrence of the event (the base rate) on the score values.  Mixed in with this is a genuine degradation of forecast accuracy for the higher thresholds.  The tendency of the FAR to increase towards 1.0 for lower base rates is also evident, as is the fact that the NCEP forecasts overforecast more than the ECMWF forecasts at all thresholds, incurring higher false alarms.  The SEDS is less sensitive to the base rate than the other scores, which is consistent with the design of that score, and indicates that it would indeed be useful for higher thresholds (rare events).
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Figure 98. Schematic of Contingency table verification for spatial forecasts





Figure 11. Stations available in the 2010-11 verification dataset
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				7		0.8922		0.1256		0.0381		0.5438		0.7690		0.0886		0.0585		6371.9014		0.8788		0.1105		0.0876		0.0834		0.0454		0.0898		0.2234		0.2235		0.2337

				8		0.8890		0.1452		0.0433		0.6221		0.7666		0.0983		0.0655		6352.8247		0.8735		0.1230		0.1019		0.0833		0.0518		0.1258		0.2333		0.2385		0.2508

				9		0.8880		0.1471		0.0450		0.6446		0.7718		0.0982		0.0648		6363.6970		0.8725		0.1218		0.1021		0.0829		0.0535		0.1300		0.2297		0.2361		0.2484

				10		0.8836		0.1194		0.0476		0.6484		0.8159		0.0781		0.0446		6372.5776		0.8727		0.0855		0.0718		0.0826		0.0535		0.0798		0.1736		0.1778		0.1866

				Threshold =20mm		Percent correct		Hit rate		False Alarm rate		Frequency bias		False Alarm Ratio		TS		ETS		No. correct by chance		Fraction correct by chance		Heidke Skill Score		Hanssen-Kuipers		base rate		forecast frequency		Extreme dependency score		Symmetric EDS		Extremal dependency Index		Symmetric EDI

				1		0.9588		0.0682		0.0065		0.2348		0.7097		0.0584		0.0513		6711.6546		0.9543		0.0975		0.0617		0.0375		0.0088		0.1000		0.3428		0.3044		0.3096

				2		0.9581		0.0227		0.0053		0.1591		0.8571		0.0200		0.0148		6717.1590		0.9569		0.0292		0.0174		0.0376		0.0060		-0.0713		0.1889		0.1608		0.1623

				3		0.9590		0.0302		0.0048		0.1547		0.8049		0.0268		0.0218		6767.0736		0.9572		0.0427		0.0253		0.0375		0.0058		-0.0319		0.2432		0.2071		0.2092

				4		0.9572		0.0227		0.0067		0.1970		0.8846		0.0194		0.0132		6798.8611		0.9561		0.0261		0.0160		0.0371		0.0073		-0.0693		0.1602		0.1387		0.1401

				5		0.9578		0.0227		0.0064		0.1894		0.8800		0.0195		0.0136		6853.6851		0.9567		0.0268		0.0164		0.0369		0.0070		-0.0682		0.1666		0.1438		0.1452

				6		0.9602		0.0453		0.0049		0.1736		0.7391		0.0401		0.0347		6895.3847		0.9573		0.0670		0.0404		0.0368		0.0064		0.0325		0.3062		0.2643		0.2676

				7		0.9571		0.0189		0.0073		0.2113		0.9107		0.0158		0.0094		6934.0932		0.9563		0.0186		0.0116		0.0365		0.0077		-0.0908		0.1227		0.1068		0.1078

				8		0.9572		0.0151		0.0071		0.2038		0.9259		0.0127		0.0065		6957.9351		0.9567		0.0129		0.0080		0.0364		0.0074		-0.1174		0.0945		0.0820		0.0827

				9		0.9587		0.0226		0.0060		0.1811		0.8750		0.0195		0.0139		6984.4878		0.9576		0.0275		0.0167		0.0363		0.0066		-0.0666		0.1740		0.1495		0.1510

				10		0.9563		0.0152		0.0084		0.2386		0.9365		0.0124		0.0054		6979.5555		0.9558		0.0107		0.0068		0.0362		0.0086		-0.1158		0.0750		0.0660		0.0666

				Threshold =30mm		Percent correct		Hit rate		False Alarm rate		Frequency bias		False Alarm Ratio		TS		ETS		No. correct by chance		Fraction correct by chance		Heidke Skill Score		Hanssen-Kuipers		base rate		forecast frequency		Extreme dependency score		Symmetric EDS		Extremal dependency Index		Symmetric EDI

				1		0.9782		0.0135		0.0010		0.0608		0.7778		0.0129		0.0117		6876.3788		0.9777		0.0231		0.0125		0.0210		0.0013		-0.0542		0.2887		0.2311		0.2319

				2		0.9779		0.0000		0.0010		0.0473		1.0000		0.0000		-0.0010		6865.2952		0.9780		-0.0019		-0.0010		0.0211		0.0010

				3		0.9778		0.0067		0.0013		0.0671		0.9000		0.0063		0.0050		6911.4215		0.9776		0.0100		0.0054		0.0211		0.0014		-0.1291		0.1757		0.1409		0.1413

				4		0.9783		0.0067		0.0009		0.0470		0.8571		0.0065		0.0055		6955.2933		0.9781		0.0110		0.0058		0.0210		0.0010		-0.1284		0.2164		0.1702		0.1706

				5		0.9777		0.0000		0.0016		0.0738		1.0000		0.0000		-0.0014		7004.4576		0.9777		-0.0029		-0.0016		0.0208		0.0015

				6		0.9786		0.0000		0.0007		0.0336		1.0000		0.0000		-0.0007		7049.2069		0.9786		-0.0013		-0.0007		0.0207		0.0007

				7		0.9782		0.0000		0.0014		0.0676		1.0000		0.0000		-0.0013		7093.4082		0.9783		-0.0026		-0.0014		0.0204		0.0014

				8		0.9787		0.0000		0.0010		0.0473		1.0000		0.0000		-0.0009		7118.2849		0.9787		-0.0018		-0.0010		0.0203		0.0010

				9		0.9789		0.0000		0.0008		0.0405		1.0000		0.0000		-0.0008		7140.2435		0.9789		-0.0016		-0.0008		0.0203		0.0008

				10		0.9788		0.0000		0.0011		0.0544		1.0000		0.0000		-0.0010		7147.3221		0.9788		-0.0021		-0.0011		0.0201		0.0011

				Threshold = 1		Percent correct		Hit rate		False Alarm rate		Frequency bias		False Alarm Ratio		TS		ETS		No. correct by chance		Fraction correct by chance		Heidke Skill Score		Hanssen-Kuipers		base rate		forecast frequency		Extreme dependency score		Symmetric EDS		Extremal dependency Index		Symmetric EDI

				1		0.6389		0.7454		0.3924		2.0778		0.6412		0.3196		0.1466		4568.8810		0.5149		0.2558		0.3530		0.2275		0.4523		0.6688		0.2816		0.5220		0.4883

				2		0.6442		0.7076		0.3745		1.9777		0.6422		0.3117		0.1414		4678.1751		0.5271		0.2477		0.3331		0.2277		0.4503		0.6211		0.2475		0.4791		0.4614

				3		0.6344		0.6819		0.3796		1.9747		0.6547		0.2974		0.1267		4690.1917		0.5283		0.2249		0.3023		0.2270		0.4482		0.5896		0.2249		0.4334		0.4216

				4		0.6402		0.6505		0.3628		1.8804		0.6540		0.2917		0.1233		4787.0238		0.5390		0.2196		0.2877		0.2278		0.4283		0.5496		0.2189		0.4044		0.4021

				5		0.6553		0.6410		0.3404		1.7936		0.6426		0.2978		0.1331		4880.3000		0.5495		0.2349		0.3006		0.2280		0.4090		0.5375		0.2337		0.4157		0.4189

				6		0.6575		0.6100		0.3285		1.7209		0.6456		0.2890		0.1264		4961.8255		0.5583		0.2245		0.2815		0.2282		0.3927		0.4986		0.2233		0.3850		0.3943

				7		0.6655		0.5967		0.3141		1.6557		0.6396		0.2898		0.1297		5028.8465		0.5658		0.2296		0.2826		0.2287		0.3787		0.4814		0.2282		0.3832		0.3962

				Threshold =5		Percent correct		Hit rate		False Alarm rate		Frequency bias		False Alarm Ratio		TS		ETS		No. correct by chance		Fraction correct by chance		Heidke Skill Score		Hanssen-Kuipers		base rate		forecast frequency		Extreme dependency score		Symmetric EDS		Extremal dependency Index		Symmetric EDI

				1		0.7582		0.4617		0.1966		1.7513		0.7364		0.2016		0.1118		6188.0036		0.6973		0.2010		0.2650		0.1323		0.2317		0.4471		0.2466		0.3557		0.3873

				2		0.7791		0.4087		0.1646		1.4906		0.7258		0.1963		0.1124		6418.3529		0.7231		0.2021		0.2441		0.1320		0.1968		0.3870		0.2503		0.3370		0.3687

				3		0.7783		0.3844		0.1620		1.4538		0.7356		0.1858		0.1028		6458.7817		0.7275		0.1865		0.2224		0.1316		0.1913		0.3593		0.2339		0.3113		0.3411

				4		0.7794		0.3439		0.1544		1.3592		0.7470		0.1706		0.0896		6536.4472		0.7360		0.1644		0.1895		0.1320		0.1794		0.3097		0.2104		0.2728		0.2992

				5		0.7796		0.3186		0.1501		1.3041		0.7557		0.1604		0.0806		6580.7729		0.7410		0.1492		0.1684		0.1322		0.1724		0.2777		0.1939		0.2475		0.2714

				6		0.7856		0.3135		0.1425		1.2496		0.7491		0.1619		0.0838		6633.5904		0.7464		0.1546		0.1710		0.1321		0.1651		0.2714		0.2014		0.2536		0.2778

				7		0.7940		0.3002		0.1307		1.1573		0.7406		0.1616		0.0863		6711.1566		0.7551		0.1589		0.1695		0.1323		0.1531		0.2539		0.2086		0.2567		0.2806

				Threshold=10		Percent correct		Hit rate		False Alarm rate		Frequency bias		False Alarm Ratio		TS		ETS		No. correct by chance		Fraction correct by chance		Heidke Skill Score		Hanssen-Kuipers		base rate		forecast frequency		Extreme dependency score		Symmetric EDS		Extremal dependency Index		Symmetric EDI

				1		0.8466		0.2656		0.1018		1.4136		0.8121		0.1236		0.0740		7295.5328		0.8221		0.1378		0.1637		0.0815		0.1152		0.3082		0.2179		0.2655		0.2880

				2		0.8654		0.2417		0.0792		1.1340		0.7868		0.1277		0.0829		7464.9351		0.8410		0.1531		0.1625		0.0816		0.0925		0.2767		0.2447		0.2820		0.3035

				3		0.8647		0.2233		0.0786		1.1123		0.7993		0.1182		0.0739		7485.2640		0.8431		0.1377		0.1447		0.0812		0.0903		0.2522		0.2257		0.2583		0.2776

				4		0.8671		0.1856		0.0726		1.0055		0.8154		0.1020		0.0597		7551.0435		0.8502		0.1128		0.1130		0.0813		0.0817		0.1968		0.1955		0.2180		0.2330

				5		0.8707		0.1715		0.0673		0.9308		0.8158		0.0975		0.0569		7594.5775		0.8551		0.1076		0.1042		0.0814		0.0758		0.1744		0.1912		0.2097		0.2233

				6		0.8731		0.1713		0.0647		0.9006		0.8098		0.0990		0.0591		7617.2334		0.8571		0.1116		0.1066		0.0815		0.0734		0.1739		0.1984		0.2163		0.2301

				7		0.8745		0.1669		0.0626		0.8717		0.8085		0.0979		0.0586		7634.1053		0.8589		0.1108		0.1043		0.0816		0.0711		0.1666		0.1986		0.2150		0.2285

				Threshold=20		Percent correct		Hit rate		False Alarm rate		Frequency bias		False Alarm Ratio		TS		ETS		No. correct by chance		Fraction correct by chance		Heidke Skill Score		Hanssen-Kuipers		base rate		forecast frequency		Extreme dependency score		Symmetric EDS		Extremal dependency Index		Symmetric EDI

				1		0.9318		0.1027		0.0361		1.0332		0.9006		0.0532		0.0339		8226.5132		0.9270		0.0656		0.0667		0.0373		0.0385		0.1820		0.1762		0.1870		0.1948

				2		0.9404		0.0904		0.0266		0.7741		0.8833		0.0537		0.0371		8306.2258		0.9358		0.0716		0.0638		0.0374		0.0290		0.1550		0.2000		0.2029		0.2099

				3		0.9401		0.0727		0.0264		0.7576		0.9040		0.0432		0.0269		8316.5853		0.9368		0.0524		0.0463		0.0372		0.0282		0.1135		0.1605		0.1618		0.1669

				4		0.9461		0.0881		0.0209		0.6322		0.8606		0.0571		0.0426		8359.4109		0.9413		0.0817		0.0672		0.0370		0.0234		0.1514		0.2315		0.2284		0.2354

				5		0.9457		0.0729		0.0207		0.6109		0.8806		0.0474		0.0332		8365.8922		0.9420		0.0643		0.0523		0.0370		0.0226		0.1146		0.1979		0.1939		0.1994

				6		0.9443		0.0515		0.0213		0.6030		0.9146		0.0332		0.0190		8372.7789		0.9421		0.0374		0.0302		0.0371		0.0224		0.0523		0.1331		0.1298		0.1329

				7		0.9458		0.0514		0.0196		0.5589		0.9081		0.0341		0.0205		8385.7793		0.9435		0.0403		0.0317		0.0372		0.0208		0.0514		0.1443		0.1394		0.1426

				Threshold=30		Percent correct		Hit rate		False Alarm rate		Frequency bias		False Alarm Ratio		TS		ETS		No. correct by chance		Fraction correct by chance		Heidke Skill Score		Hanssen-Kuipers		base rate		forecast frequency		Extreme dependency score		Symmetric EDS		Extremal dependency Index		Symmetric EDI

				1		0.9682		0.0675		0.0149		0.8650		0.9220		0.0375		0.0290		8575.1799		0.9663		0.0563		0.0526		0.0184		0.0159		0.1944		0.2161		0.2187		0.2239

				2		0.9725		0.0552		0.0103		0.6074		0.9091		0.0356		0.0286		8617.6361		0.9709		0.0556		0.0449		0.0184		0.0112		0.1597		0.2320		0.2244		0.2286

				3		0.9698		0.0307		0.0126		0.7055		0.9565		0.0183		0.0107		8604.2228		0.9692		0.0211		0.0181		0.0184		0.0130		0.0686		0.1152		0.1130		0.1147

				4		0.9737		0.0184		0.0085		0.4724		0.9610		0.0127		0.0067		8643.8265		0.9733		0.0134		0.0099		0.0184		0.0087		0.0003		0.0942		0.0883		0.0892

				5		0.9738		0.0307		0.0086		0.4908		0.9375		0.0210		0.0149		8640.9366		0.9730		0.0294		0.0221		0.0184		0.0090		0.0686		0.1638		0.1543		0.1563

				6		0.9746		0.0368		0.0079		0.4601		0.9200		0.0259		0.0201		8651.7512		0.9735		0.0393		0.0289		0.0183		0.0084		0.0954		0.2017		0.1889		0.1914

				7		0.9750		0.0307		0.0073		0.4233		0.9275		0.0220		0.0165		8658.5308		0.9742		0.0325		0.0233		0.0183		0.0078		0.0687		0.1836		0.1703		0.1724
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Sheet1

		

				Threshold =1mm		Percent correct		Hit rate		False Alarm rate		Frequency bias		False Alarm Ratio		TS		ETS		No. correct by chance		Fraction correct by chance		Heidke Skill Score		Hanssen-Kuipers		base rate		forecast frequency		Extreme dependency score		Symmetric EDS		Extremal dependency Index		Symmetric EDI				Threshold		Percent correct		Hit rate		False Alarm rate		Frequency bias		False Alarm Ratio		TS		ETS		No. correct by chance		Fraction correct by chance		Heidke Skill Score		Hanssen-Kuipers		base rate		forecast frequency		Extreme dependency score		Stable Extreme Dependency Score		Extremal dependency Index		Symmetric EDI

				1		0.6986		0.8047		0.3324		1.9452		0.5863		0.3759		0.2149		3752.1662		0.5335		0.3538		0.4723		0.2257		0.4389		0.7452		0.3552		0.6704		0.6297				1 mm		0.6986		0.8047		0.3324		1.9452		0.5863		0.3759		0.2149		3752.1662		0.5335		0.3538		0.4723		0.2257		0.4389		0.7452		0.3552		0.6704		0.6297

				2		0.7111		0.7673		0.3053		1.8134		0.5768		0.3750		0.2186		3857.5259		0.5495		0.3587		0.4620		0.2259		0.4097		0.6978		0.3581		0.6350		0.6157				5 mm		0.8477		0.4414		0.0936		1.0890		0.5946		0.2679		0.2013		5422.1905		0.7710		0.3351		0.3479		0.1263		0.1375		0.4335		0.4040		0.4868		0.5263

				3		0.7086		0.7265		0.2965		1.7543		0.5859		0.3583		0.2041		3953.5618		0.5592		0.3390		0.4299		0.2239		0.3928		0.6481		0.3386		0.5837		0.5782				10 mm		0.9029		0.2431		0.0378		0.6638		0.6338		0.1711		0.1379		6131.5006		0.8718		0.2424		0.2053		0.0825		0.0547		0.2765		0.3813		0.3968		0.4196

				4		0.7164		0.7038		0.2801		1.6786		0.5807		0.3564		0.2057		4049.0783		0.5694		0.3413		0.4238		0.2232		0.3746		0.6205		0.3407		0.5675		0.5710				20 mm		0.9588		0.0682		0.0065		0.2348		0.7097		0.0584		0.0513		6711.6546		0.9543		0.0975		0.0617		0.0375		0.0088		0.1000		0.3428		0.3044		0.3096

				5		0.7224		0.6977		0.2704		1.6225		0.5700		0.3625		0.2122		4103.1815		0.5728		0.3502		0.4273		0.2263		0.3671		0.6100		0.3479		0.5683		0.5752

				6		0.7025		0.6947		0.2952		1.6953		0.5902		0.3472		0.1911		4047.6002		0.5619		0.3208		0.3995		0.2278		0.3862		0.6048		0.3184		0.5401		0.5423				1 mm		0.7086		0.7265		0.2965		1.7543		0.5859		0.3583		0.2041		3953.5618		0.5592		0.3390		0.4299		0.2239		0.3928		0.6481		0.3386		0.5837		0.5782

				7		0.7010		0.7045		0.3000		1.7111		0.5883		0.3511		0.1931		4045.3947		0.5579		0.3237		0.4045		0.2296		0.3929		0.6154		0.3206		0.5492		0.5482				5 mm		0.8463		0.3412		0.0812		0.9065		0.6236		0.2180		0.1566		5579.2178		0.7891		0.2709		0.2600		0.1256		0.1139		0.3173		0.3484		0.4003		0.4325

				8		0.6842		0.6996		0.3204		1.7764		0.6061		0.3369		0.1751		4001.0771		0.5501		0.2980		0.3792		0.2293		0.4074		0.6096		0.2956		0.5222		0.5179				10 mm		0.9004		0.1569		0.0331		0.5276		0.7026		0.1145		0.0856		6234.2065		0.8818		0.1577		0.1238		0.0820		0.0433		0.1490		0.2959		0.2957		0.3097

				9		0.6886		0.7020		0.3153		1.7656		0.6024		0.3402		0.1797		4027.9317		0.5522		0.3047		0.3867		0.2287		0.4038		0.6132		0.3024		0.5308		0.5270				20 mm		0.9590		0.0302		0.0048		0.1547		0.8049		0.0268		0.0218		6767.0736		0.9572		0.0427		0.0253		0.0375		0.0058		-0.0319		0.2432		0.2071		0.2092

				10		0.6647		0.6705		0.3369		1.8103		0.6296		0.3133		0.1491		3996.2410		0.5473		0.2595		0.3335		0.2282		0.4130		0.5741		0.2580		0.4625		0.4611				NCEP														ETS-NCEP								H-K NCEP								SEDS-NCEP		EDI NCEP		SEDI NCEP

																																										1 mm		0.6389		0.7454		0.3924		2.0778		0.6412		0.3196		0.1466		4568.8810		0.5149		0.2558		0.3530		0.2275		0.4523		0.6688		0.2816		0.5220		0.4883

				Threshold =5mm		Percent correct		Hit rate		False Alarm rate		Frequency bias		False Alarm Ratio		TS		ETS		No. correct by chance		Fraction correct by chance		Heidke Skill Score		Hanssen-Kuipers		base rate		forecast frequency		Extreme dependency score		Symmetric EDS		Extremal dependency Index		Symmetric EDI				5 mm		0.7582		0.4617		0.1966		1.7513		0.7364		0.2016		0.1118		6188.0036		0.6973		0.2010		0.2650		0.1323		0.2317		0.4471		0.2466		0.3557		0.3873

				1		0.8477		0.4414		0.0936		1.0890		0.5946		0.2679		0.2013		5422.1905		0.7710		0.3351		0.3479		0.1263		0.1375		0.4335		0.4040		0.4868		0.5263				10 mm		0.8466		0.2656		0.1018		1.4136		0.8121		0.1236		0.0740		7295.5328		0.8221		0.1378		0.1637		0.0815		0.1152		0.3082		0.2179		0.2655		0.2880

				2		0.8513		0.3213		0.0718		0.8157		0.6061		0.2150		0.1567		5588.0855		0.7960		0.2709		0.2496		0.1268		0.1034		0.2906		0.3542		0.3977		0.4282				20 mm		0.9318		0.1027		0.0361		1.0332		0.9006		0.0532		0.0339		8226.5132		0.9270		0.0656		0.0667		0.0373		0.0385		0.1820		0.1762		0.1870		0.1948

				3		0.8463		0.3412		0.0812		0.9065		0.6236		0.2180		0.1566		5579.2178		0.7891		0.2709		0.2600		0.1256		0.1139		0.3173		0.3484		0.4003		0.4325

				4		0.8504		0.3277		0.0748		0.8496		0.6143		0.2153		0.1563		5652.7024		0.7949		0.2704		0.2530		0.1253		0.1065		0.3011		0.3522		0.3985		0.4296				1 mm		0.6344		0.6819		0.3796		1.9747		0.6547		0.2974		0.1267		4690.1917		0.5283		0.2249		0.3023		0.2270		0.4482		0.5896		0.2249		0.4334		0.4216

				5		0.8374		0.3144		0.0875		0.9233		0.6594		0.1954		0.1329		5641.7940		0.7875		0.2347		0.2270		0.1256		0.1160		0.2839		0.3086		0.3560		0.3853				5 mm		0.7783		0.3844		0.1620		1.4538		0.7356		0.1858		0.1028		6458.7817		0.7275		0.1865		0.2224		0.1316		0.1913		0.3593		0.2339		0.3113		0.3411

				6		0.8353		0.3209		0.0903		0.9451		0.6605		0.1976		0.1339		5650.2983		0.7844		0.2362		0.2306		0.1263		0.1194		0.2908		0.3084		0.3581		0.3879				10 mm		0.8647		0.2233		0.0786		1.1123		0.7993		0.1182		0.0739		7485.2640		0.8431		0.1377		0.1447		0.0812		0.0903		0.2522		0.2257		0.2583		0.2776

				7		0.8260		0.3283		0.1017		1.0283		0.6808		0.1931		0.1260		5625.0552		0.7758		0.2238		0.2265		0.1269		0.1305		0.2991		0.2903		0.3446		0.3745				20 mm		0.9401		0.0727		0.0264		0.7576		0.9040		0.0432		0.0269		8316.5853		0.9368		0.0524		0.0463		0.0372		0.0282		0.1135		0.1605		0.1618		0.1669

				8		0.8184		0.3160		0.1088		1.0662		0.7037		0.1805		0.1120		5618.7067		0.7725		0.2015		0.2072		0.1266		0.1350		0.2841		0.2642		0.3163		0.3443

				9		0.8193		0.3272		0.1097		1.0870		0.6990		0.1859		0.1171		5626.2621		0.7714		0.2097		0.2175		0.1261		0.1371		0.2990		0.2729		0.3285		0.3576

				10		0.8080		0.2595		0.1132		1.0480		0.7523		0.1451		0.0772		5665.3687		0.7759		0.1434		0.1463		0.1256		0.1316		0.2120		0.1984		0.2352		0.2558

				Threshold =10mm		Percent correct		Hit rate		False Alarm rate		Frequency bias		False Alarm Ratio		TS		ETS		No. correct by chance		Fraction correct by chance		Heidke Skill Score		Hanssen-Kuipers		base rate		forecast frequency		Extreme dependency score		Symmetric EDS		Extremal dependency Index		Symmetric EDI

				1		0.9029		0.2431		0.0378		0.6638		0.6338		0.1711		0.1379		6131.5006		0.8718		0.2424		0.2053		0.0825		0.0547		0.2765		0.3813		0.3968		0.4196

				2		0.9026		0.1503		0.0298		0.4819		0.6882		0.1128		0.0855		6208.0231		0.8843		0.1576		0.1205		0.0825		0.0397		0.1366		0.3029		0.2991		0.3124

				3		0.9004		0.1569		0.0331		0.5276		0.7026		0.1145		0.0856		6234.2065		0.8818		0.1577		0.1238		0.0820		0.0433		0.1490		0.2959		0.2957		0.3097

				4		0.8999		0.1386		0.0329		0.5113		0.7288		0.1010		0.0730		6286.8737		0.8841		0.1361		0.1057		0.0811		0.0415		0.1194		0.2689		0.2669		0.2789

				5		0.8956		0.1299		0.0363		0.5385		0.7587		0.0922		0.0630		6315.4447		0.8816		0.1185		0.0936		0.0817		0.0440		0.1021		0.2383		0.2379		0.2488

				6		0.8952		0.1529		0.0380		0.5748		0.7339		0.1076		0.0767		6322.5015		0.8778		0.1425		0.1150		0.0826		0.0475		0.1409		0.2676		0.2706		0.2840

				7		0.8922		0.1256		0.0381		0.5438		0.7690		0.0886		0.0585		6371.9014		0.8788		0.1105		0.0876		0.0834		0.0454		0.0898		0.2234		0.2235		0.2337

				8		0.8890		0.1452		0.0433		0.6221		0.7666		0.0983		0.0655		6352.8247		0.8735		0.1230		0.1019		0.0833		0.0518		0.1258		0.2333		0.2385		0.2508

				9		0.8880		0.1471		0.0450		0.6446		0.7718		0.0982		0.0648		6363.6970		0.8725		0.1218		0.1021		0.0829		0.0535		0.1300		0.2297		0.2361		0.2484

				10		0.8836		0.1194		0.0476		0.6484		0.8159		0.0781		0.0446		6372.5776		0.8727		0.0855		0.0718		0.0826		0.0535		0.0798		0.1736		0.1778		0.1866

				Threshold =20mm		Percent correct		Hit rate		False Alarm rate		Frequency bias		False Alarm Ratio		TS		ETS		No. correct by chance		Fraction correct by chance		Heidke Skill Score		Hanssen-Kuipers		base rate		forecast frequency		Extreme dependency score		Symmetric EDS		Extremal dependency Index		Symmetric EDI

				1		0.9588		0.0682		0.0065		0.2348		0.7097		0.0584		0.0513		6711.6546		0.9543		0.0975		0.0617		0.0375		0.0088		0.1000		0.3428		0.3044		0.3096

				2		0.9581		0.0227		0.0053		0.1591		0.8571		0.0200		0.0148		6717.1590		0.9569		0.0292		0.0174		0.0376		0.0060		-0.0713		0.1889		0.1608		0.1623

				3		0.9590		0.0302		0.0048		0.1547		0.8049		0.0268		0.0218		6767.0736		0.9572		0.0427		0.0253		0.0375		0.0058		-0.0319		0.2432		0.2071		0.2092

				4		0.9572		0.0227		0.0067		0.1970		0.8846		0.0194		0.0132		6798.8611		0.9561		0.0261		0.0160		0.0371		0.0073		-0.0693		0.1602		0.1387		0.1401

				5		0.9578		0.0227		0.0064		0.1894		0.8800		0.0195		0.0136		6853.6851		0.9567		0.0268		0.0164		0.0369		0.0070		-0.0682		0.1666		0.1438		0.1452

				6		0.9602		0.0453		0.0049		0.1736		0.7391		0.0401		0.0347		6895.3847		0.9573		0.0670		0.0404		0.0368		0.0064		0.0325		0.3062		0.2643		0.2676

				7		0.9571		0.0189		0.0073		0.2113		0.9107		0.0158		0.0094		6934.0932		0.9563		0.0186		0.0116		0.0365		0.0077		-0.0908		0.1227		0.1068		0.1078

				8		0.9572		0.0151		0.0071		0.2038		0.9259		0.0127		0.0065		6957.9351		0.9567		0.0129		0.0080		0.0364		0.0074		-0.1174		0.0945		0.0820		0.0827

				9		0.9587		0.0226		0.0060		0.1811		0.8750		0.0195		0.0139		6984.4878		0.9576		0.0275		0.0167		0.0363		0.0066		-0.0666		0.1740		0.1495		0.1510

				10		0.9563		0.0152		0.0084		0.2386		0.9365		0.0124		0.0054		6979.5555		0.9558		0.0107		0.0068		0.0362		0.0086		-0.1158		0.0750		0.0660		0.0666

				Threshold =30mm		Percent correct		Hit rate		False Alarm rate		Frequency bias		False Alarm Ratio		TS		ETS		No. correct by chance		Fraction correct by chance		Heidke Skill Score		Hanssen-Kuipers		base rate		forecast frequency		Extreme dependency score		Symmetric EDS		Extremal dependency Index		Symmetric EDI

				1		0.9782		0.0135		0.0010		0.0608		0.7778		0.0129		0.0117		6876.3788		0.9777		0.0231		0.0125		0.0210		0.0013		-0.0542		0.2887		0.2311		0.2319

				2		0.9779		0.0000		0.0010		0.0473		1.0000		0.0000		-0.0010		6865.2952		0.9780		-0.0019		-0.0010		0.0211		0.0010

				3		0.9778		0.0067		0.0013		0.0671		0.9000		0.0063		0.0050		6911.4215		0.9776		0.0100		0.0054		0.0211		0.0014		-0.1291		0.1757		0.1409		0.1413

				4		0.9783		0.0067		0.0009		0.0470		0.8571		0.0065		0.0055		6955.2933		0.9781		0.0110		0.0058		0.0210		0.0010		-0.1284		0.2164		0.1702		0.1706

				5		0.9777		0.0000		0.0016		0.0738		1.0000		0.0000		-0.0014		7004.4576		0.9777		-0.0029		-0.0016		0.0208		0.0015

				6		0.9786		0.0000		0.0007		0.0336		1.0000		0.0000		-0.0007		7049.2069		0.9786		-0.0013		-0.0007		0.0207		0.0007

				7		0.9782		0.0000		0.0014		0.0676		1.0000		0.0000		-0.0013		7093.4082		0.9783		-0.0026		-0.0014		0.0204		0.0014

				8		0.9787		0.0000		0.0010		0.0473		1.0000		0.0000		-0.0009		7118.2849		0.9787		-0.0018		-0.0010		0.0203		0.0010

				9		0.9789		0.0000		0.0008		0.0405		1.0000		0.0000		-0.0008		7140.2435		0.9789		-0.0016		-0.0008		0.0203		0.0008

				10		0.9788		0.0000		0.0011		0.0544		1.0000		0.0000		-0.0010		7147.3221		0.9788		-0.0021		-0.0011		0.0201		0.0011

				Threshold = 1		Percent correct		Hit rate		False Alarm rate		Frequency bias		False Alarm Ratio		TS		ETS		No. correct by chance		Fraction correct by chance		Heidke Skill Score		Hanssen-Kuipers		base rate		forecast frequency		Extreme dependency score		Symmetric EDS		Extremal dependency Index		Symmetric EDI

				1		0.6389		0.7454		0.3924		2.0778		0.6412		0.3196		0.1466		4568.8810		0.5149		0.2558		0.3530		0.2275		0.4523		0.6688		0.2816		0.5220		0.4883

				2		0.6442		0.7076		0.3745		1.9777		0.6422		0.3117		0.1414		4678.1751		0.5271		0.2477		0.3331		0.2277		0.4503		0.6211		0.2475		0.4791		0.4614

				3		0.6344		0.6819		0.3796		1.9747		0.6547		0.2974		0.1267		4690.1917		0.5283		0.2249		0.3023		0.2270		0.4482		0.5896		0.2249		0.4334		0.4216

				4		0.6402		0.6505		0.3628		1.8804		0.6540		0.2917		0.1233		4787.0238		0.5390		0.2196		0.2877		0.2278		0.4283		0.5496		0.2189		0.4044		0.4021

				5		0.6553		0.6410		0.3404		1.7936		0.6426		0.2978		0.1331		4880.3000		0.5495		0.2349		0.3006		0.2280		0.4090		0.5375		0.2337		0.4157		0.4189

				6		0.6575		0.6100		0.3285		1.7209		0.6456		0.2890		0.1264		4961.8255		0.5583		0.2245		0.2815		0.2282		0.3927		0.4986		0.2233		0.3850		0.3943

				7		0.6655		0.5967		0.3141		1.6557		0.6396		0.2898		0.1297		5028.8465		0.5658		0.2296		0.2826		0.2287		0.3787		0.4814		0.2282		0.3832		0.3962

				Threshold =5		Percent correct		Hit rate		False Alarm rate		Frequency bias		False Alarm Ratio		TS		ETS		No. correct by chance		Fraction correct by chance		Heidke Skill Score		Hanssen-Kuipers		base rate		forecast frequency		Extreme dependency score		Symmetric EDS		Extremal dependency Index		Symmetric EDI

				1		0.7582		0.4617		0.1966		1.7513		0.7364		0.2016		0.1118		6188.0036		0.6973		0.2010		0.2650		0.1323		0.2317		0.4471		0.2466		0.3557		0.3873

				2		0.7791		0.4087		0.1646		1.4906		0.7258		0.1963		0.1124		6418.3529		0.7231		0.2021		0.2441		0.1320		0.1968		0.3870		0.2503		0.3370		0.3687

				3		0.7783		0.3844		0.1620		1.4538		0.7356		0.1858		0.1028		6458.7817		0.7275		0.1865		0.2224		0.1316		0.1913		0.3593		0.2339		0.3113		0.3411

				4		0.7794		0.3439		0.1544		1.3592		0.7470		0.1706		0.0896		6536.4472		0.7360		0.1644		0.1895		0.1320		0.1794		0.3097		0.2104		0.2728		0.2992

				5		0.7796		0.3186		0.1501		1.3041		0.7557		0.1604		0.0806		6580.7729		0.7410		0.1492		0.1684		0.1322		0.1724		0.2777		0.1939		0.2475		0.2714

				6		0.7856		0.3135		0.1425		1.2496		0.7491		0.1619		0.0838		6633.5904		0.7464		0.1546		0.1710		0.1321		0.1651		0.2714		0.2014		0.2536		0.2778

				7		0.7940		0.3002		0.1307		1.1573		0.7406		0.1616		0.0863		6711.1566		0.7551		0.1589		0.1695		0.1323		0.1531		0.2539		0.2086		0.2567		0.2806

				Threshold=10		Percent correct		Hit rate		False Alarm rate		Frequency bias		False Alarm Ratio		TS		ETS		No. correct by chance		Fraction correct by chance		Heidke Skill Score		Hanssen-Kuipers		base rate		forecast frequency		Extreme dependency score		Symmetric EDS		Extremal dependency Index		Symmetric EDI

				1		0.8466		0.2656		0.1018		1.4136		0.8121		0.1236		0.0740		7295.5328		0.8221		0.1378		0.1637		0.0815		0.1152		0.3082		0.2179		0.2655		0.2880

				2		0.8654		0.2417		0.0792		1.1340		0.7868		0.1277		0.0829		7464.9351		0.8410		0.1531		0.1625		0.0816		0.0925		0.2767		0.2447		0.2820		0.3035

				3		0.8647		0.2233		0.0786		1.1123		0.7993		0.1182		0.0739		7485.2640		0.8431		0.1377		0.1447		0.0812		0.0903		0.2522		0.2257		0.2583		0.2776

				4		0.8671		0.1856		0.0726		1.0055		0.8154		0.1020		0.0597		7551.0435		0.8502		0.1128		0.1130		0.0813		0.0817		0.1968		0.1955		0.2180		0.2330

				5		0.8707		0.1715		0.0673		0.9308		0.8158		0.0975		0.0569		7594.5775		0.8551		0.1076		0.1042		0.0814		0.0758		0.1744		0.1912		0.2097		0.2233

				6		0.8731		0.1713		0.0647		0.9006		0.8098		0.0990		0.0591		7617.2334		0.8571		0.1116		0.1066		0.0815		0.0734		0.1739		0.1984		0.2163		0.2301

				7		0.8745		0.1669		0.0626		0.8717		0.8085		0.0979		0.0586		7634.1053		0.8589		0.1108		0.1043		0.0816		0.0711		0.1666		0.1986		0.2150		0.2285

				Threshold=20		Percent correct		Hit rate		False Alarm rate		Frequency bias		False Alarm Ratio		TS		ETS		No. correct by chance		Fraction correct by chance		Heidke Skill Score		Hanssen-Kuipers		base rate		forecast frequency		Extreme dependency score		Symmetric EDS		Extremal dependency Index		Symmetric EDI

				1		0.9318		0.1027		0.0361		1.0332		0.9006		0.0532		0.0339		8226.5132		0.9270		0.0656		0.0667		0.0373		0.0385		0.1820		0.1762		0.1870		0.1948

				2		0.9404		0.0904		0.0266		0.7741		0.8833		0.0537		0.0371		8306.2258		0.9358		0.0716		0.0638		0.0374		0.0290		0.1550		0.2000		0.2029		0.2099

				3		0.9401		0.0727		0.0264		0.7576		0.9040		0.0432		0.0269		8316.5853		0.9368		0.0524		0.0463		0.0372		0.0282		0.1135		0.1605		0.1618		0.1669

				4		0.9461		0.0881		0.0209		0.6322		0.8606		0.0571		0.0426		8359.4109		0.9413		0.0817		0.0672		0.0370		0.0234		0.1514		0.2315		0.2284		0.2354

				5		0.9457		0.0729		0.0207		0.6109		0.8806		0.0474		0.0332		8365.8922		0.9420		0.0643		0.0523		0.0370		0.0226		0.1146		0.1979		0.1939		0.1994

				6		0.9443		0.0515		0.0213		0.6030		0.9146		0.0332		0.0190		8372.7789		0.9421		0.0374		0.0302		0.0371		0.0224		0.0523		0.1331		0.1298		0.1329

				7		0.9458		0.0514		0.0196		0.5589		0.9081		0.0341		0.0205		8385.7793		0.9435		0.0403		0.0317		0.0372		0.0208		0.0514		0.1443		0.1394		0.1426

				Threshold=30		Percent correct		Hit rate		False Alarm rate		Frequency bias		False Alarm Ratio		TS		ETS		No. correct by chance		Fraction correct by chance		Heidke Skill Score		Hanssen-Kuipers		base rate		forecast frequency		Extreme dependency score		Symmetric EDS		Extremal dependency Index		Symmetric EDI

				1		0.9682		0.0675		0.0149		0.8650		0.9220		0.0375		0.0290		8575.1799		0.9663		0.0563		0.0526		0.0184		0.0159		0.1944		0.2161		0.2187		0.2239

				2		0.9725		0.0552		0.0103		0.6074		0.9091		0.0356		0.0286		8617.6361		0.9709		0.0556		0.0449		0.0184		0.0112		0.1597		0.2320		0.2244		0.2286

				3		0.9698		0.0307		0.0126		0.7055		0.9565		0.0183		0.0107		8604.2228		0.9692		0.0211		0.0181		0.0184		0.0130		0.0686		0.1152		0.1130		0.1147

				4		0.9737		0.0184		0.0085		0.4724		0.9610		0.0127		0.0067		8643.8265		0.9733		0.0134		0.0099		0.0184		0.0087		0.0003		0.0942		0.0883		0.0892

				5		0.9738		0.0307		0.0086		0.4908		0.9375		0.0210		0.0149		8640.9366		0.9730		0.0294		0.0221		0.0184		0.0090		0.0686		0.1638		0.1543		0.1563

				6		0.9746		0.0368		0.0079		0.4601		0.9200		0.0259		0.0201		8651.7512		0.9735		0.0393		0.0289		0.0183		0.0084		0.0954		0.2017		0.1889		0.1914

				7		0.9750		0.0307		0.0073		0.4233		0.9275		0.0220		0.0165		8658.5308		0.9742		0.0325		0.0233		0.0183		0.0078		0.0687		0.1836		0.1703		0.1724
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