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Summary and purpose of document

This document describes some general principles that determine the choice of verification methods for the forecast products from the SWFDP project.  It is intended to focus the discussion of the verification aspects of the project
Action Proposed  

The meeting is invited to use this document as an outline for discussion, and to add detail so that by the end of the meeting, the document will contain enough information to act as a manual for verification activities for the project. 

Some general principles relating to the verification of forecasts from the SWFDP – Southern Africa
1. Goals of the verification.

Why verify?  This may seem like a trivial question for which the answer is obvious.  We could say something vague such as “To see how good (or bad) the forecast was”.  But, this might not be very useful, and it certainly doesn’t help determine how to verify.

A first principle of verification is that it must have a user – someone who wants to know something about the quality of the forecast.  This is the person or organization who will be interested in looking at the verification results and taking action in light of those results.  And this brings me to the second principle of verification….

Verification activity is of no value unless it results in a decision regarding the product(s) being verified. That decision could be “do nothing”, the product is good enough, or it could be a decision to undertake certain research to improve the results next time. One of the goals of the SWFDP, for example is to provide feedback on the quality of the forecasts from the modeling centers. Another example is the forecaster who decides whether or not to use the guidance from a particular model based on its recent verification statistics.

It is therefore important to articulate the goals of any verification activity as precisely as possible as a first step to developing a practical method.  For a project such as the SWFDP, there are many different kinds of users, with different goals, which suggests that there may need to be different verification efforts focusing on different products from the project.

In general, verification goals are either administrative in nature (e.g. to track the quality of forecasts issued from an NMS over periods of years) or scientific (e.g. To determine the quality of model-based precipitation forecasts, to guide research efforts or to estimate the reliability of a particular model’s forecasts for use in forecast operations)

Specific goals of verification that may apply to the SWFDP


A: To evaluate the impact of the program on forecast quality (administrative)

B: To determine the quality of NWP-based guidance forecasts, both ensembles and deterministic (scientific)


C: To determine the impact of weather warnings on civil authorities.

2. Factors affecting the verification design:

In addition to the goals, the following factors need to be considered in developing a verification methodology:

a. The definition of the forecast variable, spatially and temporally (e.g. continuous, categorical, probabilistic; valid over 24h or a specific time; valid for a point, all points in an area, or over an area)

b. The availability of verifying observations, and their characteristics

a. Point or areally defined

b. Graphical or numeric

c. In situ or remotely-sensed

c. The known or estimated quality of observations

d. The degree of subjectivity in either forecast or observations

The forecasts from the SWFDP are generally either categorical (e.g. occurrence of 24 h precipitation > 50 mm) with some probability or confidence information attached, or graphical. Text forecasts, for example the warnings issued by NMSs are usually difficult to incorporate into an automatic verification system, but it might be sufficient to identify the existence of a warning as a binary (yes or no) variable for the purpose of building a database for verification.
It could be stated that verification methods should be objective, and most verification systems are built using objectively determined (i.e. measured) data.  Where such data is lacking, it is certainly acceptable to use subjective data, in fact, where there is uncertainty about whether an event occurred or not, it is possible to estimate that uncertainty using a probability.  Probabilistic observations can be easily incorporated into verification measures, both contingency tables and various scores, as long as they are obtained in a manner completely independent from the forecast being verified.
3. Some thoughts on the verification process
First of all, all forecasts should be stated so they can be verified.  That means the predicted event’s location, timing, and intensity need all be clearly stated. It appears that most of the planned guidance products meet this requirement.
Second, all data relating to the project should be archived, both forecasts and observations.  Verification can always be done later if the data has been saved.

Most verification efforts, whether for operational purposes or for research, have involved automation and processing of large sets of data.  It is not really necessary that all verification be computerized.  Many of the products of the SWFDP are graphical, and manual data extraction and simple visual processing of the data might work best for these kinds of products.  Computerized pattern recognition tools are available, but these are difficult to implement in a specific environment.

All verification starts with matching of forecasts and the verifying observations.  Given the different types of forecasts, their different definition, and the limitations of the available data, the ways in which the data are matched will need to be carefully chosen to address the specific goals of the verification.

There are many products available in the SWFDP.  Since a variety of goals are stated, requiring different types of verifications, quite a lot of effort will be needed to satisfy all the needs.  It may therefore be necessary to priorize the separate verifications which will be undertaken.
A 3-tier cascading system is planned, leading to 3 sets of products.  These are listed below along with initial suggestions on verification that might be done:
1. Guidance products from Global NWP models, from ECMWF, NCEP and UKMO.  Upper air fields are available, and processed forecasts for the surface variables of interest from ensembles. If these are available on grids (they generally are archived at the issuing centers), then they can be verified against whatever station data is available.  At least two sorts of verification could be done:

a. Verification of the model-based estimates of surface variables of interest, GOAL: to establish a baseline for determining the ability of SAWS and the NMSs to add value to the direct model forecasts. For the ensemble forecasts, there could be some interest in linking such a verification with the TIGGE project, since 3 of the TIGGE ensembles are involved.
b. Verification of the upper air variables, against either the center’s own analyses or upper air observations if enough are available.  GOAL: To determine whether the guidance to forecasters is of high enough quality; to determine seasonal and or spatial variations in the quality of the guidance.  For this verification, the domain should be strictly limited to Southern Africa.
2. Guidance products from the RSMC, in map form, showing threat areas where the thresholds are expected to be exceeded. There are 4 types of data that are available:
a. Station observations (seriously undersampling, and probably not useful for this purpose)
b. Radar data, where it exists.

c. The UKMO-based hydro estimator.  Gives satellite estimates of rainfall.  Good coverage, BUT not ground-truthed and model-dependent.

d. “Non-standard” reports of severe events. From these, exceedence of the thresholds can be inferred from the consequences.

Verification of these products probably will be easiest if done by hand, comparing data sources with the forecast areas.  A database can be built where characteristics of forecast and corresponding observed areas are compared.  Methods of “fuzzy verification”, where exact spatial correspondence of forecast and observed areas is not required, could be applied.  The intent would be to identify and fill up the 4 boxes of a 2 by 2 contingency table, with clearly and consistently defined criteria for a “hit”, “miss”,  “false alarm” and “correct negative”. These criteria should be defined in light of the requirements of the users.

 Probability information attached to the RSMC guidance products: This can be verified in a simple way, where the goal would be to find out whether the different levels of probability have resolution.  One need only tally up the frequency of occurrence of the severe event for each of the probability definitions, then compare them.  If the severe event is more common when the probability is higher, then there is resolution in the forecasts, and the probability estimation is useful. 

3. Warnings from the NMSs:  These are in text form, and will need to be verified against reports of occurrence of the predicted event.  Once again, manual techniques can be employed for simplicity. Observation data sources are:
a. Reports of occurrences of severe events

b. Station data, if an event occurs at a station.

c. Perhaps the hydro-estimator could be used, but with caution.  It should be used only to corroborate an event report, to estimate its extent.

d. Radar data where it exists.

Because of the lack of data availability, this should be done mainly on a case-by-case basis; contingency tables can be prepared if there are enough events.  The predicted quantity will have to be interpreted as the “reporting of a severe event” rather than the “occurrence of a severe event”, because of the difficulty of distinguishing a non-occurrence from a missing report.

It is important to evaluate the lead-time of these warning forecasts if possible, which means that the warnings need to be clearly timed, and the issue times recorded.  The observed timing of the event needs also to be recorded as precisely as possible.

4. The Contingency Table

OBSERVATIONS


Yes

No
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[image: image4.bmp]The contingenThe contingency table is highlighted here because it is probably the simplest and most versatile verification measure which is applicable to the forecasts from the SWFDP.  The previous paragraphs suggest some general methods for matching the forecast and observation to determine which box of the table the case fits into.

For events which are local in nature, and when data is sparse, it is the correct negatives and the false alarms that are difficult to determine, because the lack of a report of occurrence of the event doesn’t mean it didn’t happen as forecast.  Effectively, the predicted quantity becomes “the occurrence AND the reporting of the event”.  When events are defined areally, correct negatives are also hard to handle because the areal extent is undefined.  This is one reason the Threat Score, or critical success index is often used:  It takes into account both missed events and false alarms, but does not involve correct negatives.     
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The above is an example of the contingency table applied in a spatial context.  Where both forecast and observations are graphical, the relative sizes of the areas can be approximated for entry into a contingency table.  As mentioned above, correct negatives cannot be effectively estimated in this context. 
The main scores of interest that can be computed from the contingency table are the probability of detection (hit rate), the false alarm ratio, the threat score, the Heidke Skill score and the extreme dependency score (especially useful for rare events)
5. Some useful website links on verification    
The EUMETCAL training site on verification – computer aided learning:

www.eumetcal.org.uk/eumetcal/verification/www/english/courses/msgcrs/index.htm     
The website of the Joint Working Group on Forecast Verification Research:

   http://www.bom.gov.au/bmrc/wefor/staff/eee/verif/verif_web_page.html
This contains definitions of all the basic scores and links to other sites for further information

And, the upcoming 4th International verification methods workshop, Helsinki Finland:

www.space.fmi.fi/Verification2009
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