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Summary and purpose of document


This document outlines the procedures for quality control and exchange of 

results for Satellite and Aircraft data.



Action proposed


The meeting is invited to take into account the recommendations outlined


in this document and to make proposals.

Opening Statement

Today, large amounts of money is being spent on taking weather observations, new super computers and analysis and model codes to use the data, but it seems as though too little effort is being spent on how to Quality Control (QC), monitor the data, get problem data fixed as well as how to optimally use the data.  In this meeting, it is my hope to share ideas and techniques for better data QC, monitoring, problem correction and model use of the data as well as to encourage management to make data QC and monitoring a greater priority.

Currently, major weather forecast centers send by mail monthly reports on data quality, quantity and area coverage, but not all types of data are adequately covered.  There are new types of data that were not in our original monitoring plans as well as new techniques for monitoring that are used by a few centers or not shared at all.   For example, we at NCEP are producing monthly hydrostatic reports on upper air sites, but this is not part of the standard monitoring, and many centers may not even receive our reports.  Many centers are now using wind profiler data, but such data is not in our standard reports.

It is a good idea to have lead centers for specialized areas of data monitoring. For example, I have got years of use of ECMWF reports for problems with radiosonde sites.  The British, as the lead center for marine data, make special marine reports and now have a system for doing bias correction to marine surface pressure reports.  Canada as a lead center for surface data has helped me a lot by finding errors in surface reports.  Although having lead centers is good, other centers may develop new monitoring codes not used or reported by the lead center even though it is in their area of specialization.  In addition, one center may have special sensitivity to certain data that is not covered by a lead center.  As such, it is good that some centers are doing special projects that are not part of the standard reports.  At this meeting, I would encourage participants to show or discuss any such new reports to see if the group thinks the report should become a standard.  For some types of data problems, it is not good enough to wait for monthly reports to show problems.  The problem may have been causing serious negative impact for weeks with out any one knowing.  This timeliness problem could be helped in part by the monthly reports being put on web sites in a timely manner, which would be much faster than mail.  Possibly a better solution would be for lead centers to post or send out reports in a more timely way.  For example, with ACARS data, I think we at NCEP could start to work on weekly reports on problem units.  Another solution would be for each center to have automated codes to deduce new data problems that are significant that may require some platforms to be put on a reject list in a short time period.

Although some data problems can be deduced in a period of time on the order of a week, some problems are subtle and need monitoring for longer periods of time or cooperation between different centers.  For example, the Shreveport radiosonde in the US was showing a wind directional bias of about 7 degrees compared to the NCEP guess.  The international standard for reporting such a direction bias is 10 degrees, so this site was not showing up as a problem on the standard reports.  At the request of the ECMWF, I made some data monitoring studies for a 6-months block of time.  In two adjacent 6 month periods, this site showed the 7 degree directional bias.  Antonio Garcia of the ECMWF found the same bias, which strongly suggested that the site’s wind direction was probably wrong.  Based on the above findings, technicians carefully checked the site’s directional setting, and they found it was off by 6.5 degrees.  I would not trust a monthly report from one center to conclude that the direction was wrong by a mere 7 degrees, but statistics over a longer time period coupled with collaboration from another center is quite reliable.  Many upper air sites report so infrequently, especially at off times, that they may not show up as a problem in monthly reports as the reports have minimum reporting counts before a site is listed as a problem. Again, long term monitoring is needed, but we probably should not wait for the currently used 6 month reports.

Our standard monthly reports use gross checks to prevent a few really bad observations from seriously changing the monthly average or standard deviation.  In some cases, all data from a certain platform can be ruled as gross, resulting in no monthly average.  With ACARS data, I have seen all temperature reports be listed as gross, so the monthly mean deviation to the guess is listed as 0.0, which can be misleading.  Possibly, we should result to using a more complicated filter that allows large differences to the guess to be used in the monthly statistics, provided that the large differences are not too atypical for the platform.  For example, if a site has an elevation error of 300 meters, we do not want monthly diagnostics to show that all tests using the surface pressure are gross and not used.  While a complex filter could deduce that there is a 300 meter elevation error with a small standard deviation.

Sites can have a serious error for long periods of time with out the problem being fixed at the site.  For example, one radiosonde in a data sparse area has had a directional bias of about 20 degrees for years with out it being fixed.  What can be done to get such problems fixed?  It is not adequate to simply put problem sites on a reject list, instead the problem needs fixing.

There does not seem to be enough work on data QC impact tests, at least there is not enough sharing of results.  For example, different centers can have very different reject lists, but I am not aware of the results of the different lists.  It is very difficult to know what optimally should be on a reject list.  What is optimal for different centers is going to vary, as each center has different data QC, analysis codes, model sensitivity and purpose for the forecasts.  During the meeting, I will show a monthly averaged map of analysis minus guess over the US area that clearly shows a bird migration pattern in the winds.  This wind problem was due to Vertically Averaged Doppler (VAD) radar wind data being affected by bird migration, with a net averaged affect on the NCEP global analysis.  This is an example of showing data impact, but it does not show impact on forecasts.  Also, such simple monthly averaged results can show bias but do not show more random effects that may be important.  We need monthly averages of the standard deviation of analysis minus guess.  Another sort of impact I will show is monthly averaged values of the analysis minus guess at ACARS data locations.  This study suggests that the ACARS units with temperature or speed bias can cause systematic impact on the analysis.  The locations of the impact will vary with the location of the problem data that pass QC.  There may be some tests like shutting off all aircraft data, which eliminates much useful data, as well as getting rid of problems we could fix without removing a whole class of data.

For data QC, there are many different things being done at different centers with not enough sharing of results.  Many QC codes do not use enough information in making their decisions on data.  For example, the NCEP QC of heights and temperatures, known as the CQCHT, uses the guess and just radiosonde temperatures, heights and surface pressures to make decisions.  It does not use surface reports, which could be very helpful at deducing upper air surface pressure errors. Nor does it use wind data to help decide if the radiosonde height reports are correct.  Other types of data QC done at early stages of data checking can have problems also.  For example, wind profiler data may be rejected at NCEP simply because the winds differ from the guess too much even though they agree with nearby data like radiosonde or ACARS winds.  Although such preliminary QC codes can have problems because they are not using all the data the full analysis has to work with, analysis based QC codes can have problems because they do not have all the smart logic like the preliminary codes.  For example, a wind profile could have all calm winds, but if the winds do not differ too much from the guess or analysis estimates in an analysis based QC, such clearly wrong winds may pass QC.  Some pre-analysis QC codes may use analysis tests that differ from the final analysis, so their results are not consistent with the final analysis.  A QC code that is part of an iterative analysis could reject some data after a number of iterations, but the rejected data may still affect the resulting analysis.  Many of these analysis QC codes do not always reject data, but instead may give the suspect data a lower weight in the analysis.  If the data is wrong, do you want to give it any weight.  This paragraph only touches on some of the issues we should discuss for Data QC at this meeting.

There are probably many specialized or new QC codes or principles that could be of benefit if we can share them with each other and use our integrated intelligence to make them better.  For example, one common problem in data QC is a whole data profile from a platform or a large portion of it is very suspect, and often clearly wrong, yet QC codes may use the vertical or time consistency of the data as part of its logic to pass the data.  For example, a radiosonde or a wind profiler may have nearly calm winds through a deep pressure layer, that as a whole are very unlikely.  At one level, there may be in adequate evidence to reject the winds, but the whole profile is extremely unlikely.  For a different example, suppose a radiosonde TTAA winds are in units of m/sec when they should have been in knots.  The winds from the PPBB part were correct.  Most of the TTAA winds may get rejected from the QC codes (further suppose there is no wind unit checking), but some will probably pass.  Some type of integrated profile QC is needed to reject all the TTAA winds in this case.  I see many cases at NCEP where a radiosonde has temperatures that are too warm or cold starting at a certain level, but the QC codes often reject just a small part of the problem data.  In a similar example, an automated aircraft could have temperatures that are 5 degrees warmer than the guess over a large distance.  Some of the data will get rejected in data rich areas, but some of this probably wrong data will also pass QC.  Again some type of profile QC is needed here to reject the large group of suspect data.  At NCEP, we do reject AMDAR and ASDAR aircraft winds, if too many have large differences to the guess.  Such QC is not perfect, but it has prevented much bad data from causing negative impact.
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