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Summary and purpose of document

This document outlines the role of an NWP Center in the operational monitoring and control of Aircraft Observations.



Action proposed


The meeting is invited to take into account the recommendations outlined


in this document and to make proposals.

The Role of an NWP Center in Operational Monitoring and Control 

of Aircraft Observations
1. Introduction

Aircraft observations, especially those that are fully automated, are one of the most important data types in the current operational mix.  A number of studies have demonstrated the value of these data in improving analyses (e.g., Rukhovets et al. 1998, Zapotocny et al. 2000), improving short-range forecasts (e.g., Smith and Benjamin 1994, Zapotocny et al. 2000), and improving medium-range forecasts (e.g., Bell 1994, Graham et al. 2000) from numerical weather prediction (NWP) systems.  Automated aircraft data are generally of such high accuracy and quality that they are assigned a relatively small observation error in data assimilation systems.  For example, the U.S. Navy’s operational system assigns flight-level automated aircraft winds a lower observation error than any other data type—2.5 m/s vs. 3.1 m/s for rawinsonde winds at 250 mb.  Even so, a small fraction of these data have errors, some of which are quite serious.  And, erroneous automated aircraft data have a great potential to adversely affect the analysis because the data assimilation system “draws” closer to data having a smaller observation error.  Consequently, aircraft data quality control is critical.

This paper is based on the experience of the author at the Naval Research Laboratory (NRL) in Monterey, California, in developing and testing a quality control system for all operationally available types of aircraft data, including both automated and manual (voice) reports.  The NRL Aircraft data Quality Control (NAQC) system is a rule-based system that searches for commonly found non-bias errors in a series of scans through the data.  The scans incorporate generic checks for such things as duplicates and track errors, but also incorporate specific checks for known peculiarities.  The NAQC system is in operational use at Fleet Numerical Meteorology and Oceanography Center (FNMOC), the U.S. Navy’s NWP center, also located in Monterey.  Rather than detailing the operation of the NAQC system, this paper will discuss some common and not-so-common errors, as well as the author’s efforts to provide feedback about errors to data providers.

2. Data processing

Aircraft data are received at FNMOC and decoded from several different formats.  For the purposes of the NAQC system, these data are placed in four categories related to the data formats.  The first is MDCRS (Meteorological Data Communications and Reporting System), automated data from U.S. carriers.  These data are commonly referred to as ACARS data in the U.S., since they use the aircraft’s ACARS (Aircraft Communications, Addressing, and Reporting System) communications system.  AMDAR (Aircraft Meteorological Data Relay) is the generic name applied to all automated meteorological observations from aircraft, including MDCRS.  However, to reflect the way data are received and processed at FNMOC, the NAQC system categorizes as AMDAR only those automated data from non-U.S. carriers that were received in either of two WMO AMDAR formats.

MDCRS and both formats of AMDAR data are disseminated over the GTS.  However, FNMOC also receives data from the U.S. Air Force via the Automated Weather Network (AWN).  These data include AIREP reports that are processed at Tinker Air Force Base and disseminated in four different bulletins.  The first two bulletins include ACARS-relayed reports from one U.S. airline and reports in one of the AMDAR formats.  Data from these two bulletins are categorized as “autoAIREP” data by the NAQC system, since they are fully automated reports that were received in AIREP format.  The other two bulletins include voice reports and cockpit keypad reports.  Data from these two are categorized as “manAIREP” data since they are manual reports.  This latter category is expected to have a higher error rate because of the human intervention involved (Brewster et al. 1989).

A series of basic checks are performed as the data are decoded and inserted into the database at FNMOC, prior to examination by the NAQC system.  Reports that are absolutely identical to reports already in the database are rejected, as are reports with invalid positions or times.  The data are then grouped in six-hour time windows centered on the analysis times of 0000, 0600, 1200, and 1800 UTC for processing by the NAQC system.

Most of the results presented in this paper are based on data from April 2002.  Days on which significant communications problems occurred were removed from consideration, so the April 2002 dataset includes data from 1-5, 11-21, 23-24, and 27-29 April 2002Ba total of 21 days with three days of observations for each day of the week.  The average counts per day prior to processing by the NAQC system during this period were 100,638 MDCRS reports, 29,180 AMDAR reports, 40,753 autoAIREP reports, and 4,142 manAIREP reports.

3. Analysis of errors

A detailed analysis of non-bias errors in automated aircraft data reveals that most errors are quite systematic and likely result from programming errors or oddities in the onboard software.  As part of the development and ongoing assessment of the NAQC system, reports rejected by the generic checks in the system are scrutinized.  When a systematic error is found, a specific test for that error is written if the generic check mishandles the error or if statistics for that error are desired.  At that time, an effort is also made to share information about the error with interested colleagues and to provide the information to the relevant data provider if possible.  However, the latter is made difficult by the encryption of aircraft registration (“tail”) numbers.  This encryption was required by pilots’ organizations and airlines (Moninger et al. 2002) and masks not only the identity of a particular aircraft but also the airline operating it and sometimes its country of origin.

As discussed by J.J. Stickland elsewhere at this meeting, providing feedback about errors in AMDAR category data is quite straightforward.  One only needs to find examples of the error that occurred within the previous few days and email them to either the AMDAR Panel Technical Coordinator or the relevant AMDAR focal point.  It has been the author’s experience that this system works quite well, with acknowledgment of the error typically received the following business day and information about its resolution typically provided a few days after that.  Most errors reported in this manner have been corrected quickly, with the result that the NAQC system rejected only 1.7% of unique (post-duplicate check) AMDAR category reports for the April 2002 dataset.

Providing this sort of feedback about MDCRS data is much more difficult since there is no formal national AMDAR focal point for the U.S. and since there are six air carriers that provide data to the MDCRS data stream.  However, the participating airlines agreed last year to allow the U.S. National Oceanic and Atmospheric Administration’s (NOAA) Forecast Systems Laboratory (FSL) to share its internal tail number translation table with centers working on aircraft data quality (Moninger et al. 2002).  A comparison of MDCRS reports with those on FSL’s web site then allows the translation of the encrypted tail number.  Databases are also available on the Internet that will give the airframe type for a particular tail number.  This is an important step in diagnosing errors since many appear to be localized to a particular fleet within an airline.  Once this information is known, details about a particular error can be relayed to the affected airline.  As a result of the difficulty in reporting errors as well as the inherent differences between the U.S. MDCRS program and AMDAR programs elsewhere in the world, the NAQC system rejects a higher percentage of MDCRS data, with 2.4% of unique MDCRS reports rejected in the April 2002 datset.

Since autoAIREP data almost entirely duplicates MDCRS or AMDAR data, the only further complication is the processing performed at Tinker AFB.  Problems found with their decoding and re-encoding have been reported and for the most part corrected, although sometimes not very quickly.  However, the author has had no success with inquiries about systematic errors in manAIREP data that are unrelated to the processing at Tinker AFB.  While most manAIREP errors result from typographical and communications errors, there remain some errors that cannot be so easily explained.  There appears to be no central coordinator for such data, and even determining which airline corresponds to the AIREP identifier can be nearly impossible.

4. Examples of errors

One ongoing class of problems with aircraft data is duplicates, which are undesirable because (1) they can cause bad observations to be retained in a "buddy check", (2) they can cause the error covariance matrix in the data assimilation system to become ill-conditioned, and (3) they can double the weight given an observation.  The difficulty is that most duplicates are not identical.  The NAQC system therefore uses a rather complex set of criteria in its duplicate check.  (Details can be obtained from the author via email at pauley@nrlmry.navy.mil ). In the April 2002 dataset, an average of 2.6% of MDCRS reports, 1.9% of AMDAR reports, 96.9% of autoAIREP reports, and 18.0% of manAIREP reports were rejected as duplicates.

MDCRS position reports present one of the most significant problems in duplicate checking, since they account for ~40% of MDCRS duplicates detected by the NAQC system.  Many of the aircraft that provide high-resolution ascent and descent profiles also provide position reports in a different format at a set time interval, usually 8.5 minutes.  The difficulty lies in that the time in position reports is given in minutes, while the time in high-resolution ascent reports is extrapolated in seconds from the time in the initial report of the ascent.  Differences in rounding between the two types of reports can lead to time differences of up to 70 seconds.  ARINC (Aeronautical Radio, Inc.), the MDCRS data provider, appears to have limited flexibility, so no request has been made to eliminate position reports from aircraft also providing high-resolution reports.

A more insidious problem that is not at present detected by the NAQC system is “time-twins”—duplicate reports with large time differences.  The author has seen occasional examples of E-AMDAR aircraft which re-transmitted duplicate ascent data with a report time 9 to 21 minutes after that of the original ascent.  Even worse than this problem, however, is when reports are re-transmitted days, weeks, or even months later.  For example, Tinker AFB inadvertently disseminated days-old data several times in February during systems testing.  Since time twins can occur for a variety of reasons in virtually any data type and so are very difficult to stop at the source, work has begun at NRL on a comprehensive time-twin check.

A third problem recently investigated by the author has actually led to an increase in the number of duplicate reports disseminated.  Data in the autoAIREP category should duplicate MDCRS or AMDAR data except when communications problems occur.  However, unique data from one U.S. airline were being disseminated in AIREP format for nearly a year.  These data included tracks to South America, Europe, and Hawaii, long-haul tracks of interest to NWP.  An investigation revealed that these data were from a particular aircraft type that had undergone an avionics upgrade that changed the format of the ACARS messages.  Apparently both Tinker AFB and FSL had updated their decoders for this aircraft type but ARINC had not, with the result that the data appeared in FSL’s database and in AIREP format but not in MDCRS format.  In this case, the author contacted the airline representative, who was able to work with ARINC in updating their decoder, resulting in an increase of ~6,000 reports per day in MDCRS data in late February 2002.

Another ongoing class of problems is spurious zero values.  Many of these zero values seem to indicate missing values (e.g., time equal to zero in all reports from a particular aircraft, low-level winds always equal to zero in low-resolution ascent/descent data, zero altitude and zero winds in reports from aircraft on the ground), while others seem to indicate a malfunction (e.g., intermittent zeros for latitude or longitude).  Zeros are a significant problem for MDCRS data but not for AMDAR data.  In the April 2002 dataset, the NAQC system rejected an average of 50 MDCRS reports per day with constant (zero) time, 24 with both latitude and longitude equal to zero, 103 with both altitude and winds equal to zero, and 381 winds per day with speed equal to zero.  Some of the latter may be accurate, but 0.39% of MDCRS wind speeds are zero, while only 0.01% of AMDAR wind speeds are zero.  These spurious zeros are predominantly a problem for only one U.S. airline, but efforts to report the problem have had no apparent effect.


While most problems appear to be confined to a particular airline or even a particular fleet, one problem occurs in position reports from a particular aircraft type regardless of airline.  An average of 355 MDCRS temperatures per day were rejected by the NAQC system in April 2002 for having spurious values of -9(C. Position reports list a temperature of -9(C when​ever the measured temperatures is less than or equal to that value—i.e., in all but a few low-level reports.  Mr. J.J. Stickland was able to determine that the aircraft manufacturer has a software upgrade that corrects the error.  However, the installation of the software is proceeding slowly; the current error rate is little changed from July 2001, when 374 temperatures per day were rejected.

Some errors are sufficiently rare to evade detection for years.  One such error is a 180( wind-direction error that occurs on certain aircraft when the wind direction is either exactly north or exactly south.  One fleet of aircraft reports a direction of 180( when the measured direction is 360(, two other fleets report directions of 0( or 360(, respectively, when the measured direction is 180(.  The error likely results from an arctan error in the onboard software and is discussed in detail in Pauley (2002).  An average of 3,3 (5.1) erroneous north (south) winds per day were detected in the April 2002 dataset, compared to 9.3 (4.6) erroneous winds per day in the period 13-31 July 2001.  
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