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Summary and purpose of document

This document contains an overview of recent development on long-range forecasting and on long-range forecasts validation and verification at the Canadian Meteorological Centre. 

ACTION PROPOSED

The Meeting is invited to study this document and consider this information when making any necessary appropriate recommendations for the production of long range forecast and verification scores. 

CANADA
LONG-RANGE FORECASTING (LRF) PROGRESS REPORT
1. Brief summary of research and development connected with applications and main operational changes in LRF related issues.

· Large effort was devoted to converting codes towards a new supercomputer.

· Operational implementation of a new model.

· Increased frequency of issuance of seasonal forecasts.

· Forecast now issued in term of probabilities as well as deterministic. 

· Monthly forecasts are now made using the same method as for the seasonal forecasts. 

2. Research and development in LRF. 

2.1. Changes to the Operational system.

A series of hindcasts were performed at the Canadian Meteorological Centre (CMC) using the Recherche en prevision numérique (RPN) Global Environmental Multiscale (GEM) model (Côté et al. 1998a and 1998b), in seasonal configuration, under the SMIP2 protocol.  The GEM model is a grid point global model, which in that configuration was run at 1.875( horizontal resolution with 50 levels in the vertical.  The physical parameterizations used were very similar to those used in the former hindcasts using the SEF model (Ritchie 1991).  Main exceptions were the introduction of a blocking parameterization term that parameterizes the subgrid scale orography (Zadra et al. 2003) and a new surface scheme that can take into account four different surface types per tile.

The historical forecasts were performed with the GEM model for twelve 4-month periods (e.g. from December-January-February-March to November-December-January-February) during the period 1969-2000.  The ensemble consists of 10 members that have start times lagged by 12 hours.  The sea surface temperatures (SST) were predicted using the persistence of the anomaly of the preceding month.  The sea ice (ICE) extents are initialized with the analyses and are afterwards relaxed to climatology over the first 15 days of integration.  The data for these two fields were taken from the European Centre for Medium-Range Weather Forecasts (ECMWF) 40-year reanalysis database (Fiorino 2000).  The boundary conditions of SST and ICE were adjusted to preserve the monthly mean when linearly interpolated on a daily basis (Taylor et al. 2000).  The snow cover is initialised with the NCEP weekly observations (Dewey and Heim 1982).  The atmospheric initial conditions were taken from the NCEP re-analysis (Kalnay et al. 1996). 

Analysis of these hindcasts revealed that the level of skill in predicting seasonal surface temperature (T2m) anomalies is generally equivalent to the previous two models used in seasonal forecasting in Canada (Derome et al. 2001).  However, the new model GEM demonstrates a superior skill for precipitation anomalies, although its skill remains modest.  Over Canada, the overall behaviour is similar to previous models results, but not necessarily over the same seasons and regions.  The model exhibits better skill in spring for the surface air temperature (SAT) anomalies, but less in fall and early winter.  The skill of the accumulated precipitation anomalies demonstrates a systematic improvement, but is still far less than the SAT results.

The current operational seasonal forecast system uses outputs from six runs of the RPN GEM model and six runs of the CCCma AGCM2 model (McFarlane et al. 1992).  The runs are produced from analyses lagged by 24 hours.  The final deterministic forecasts are generated from the normalized average of both model ensemble means.  The probabilistic forecasts are done by counting members in each of the three possible forecast categories: below normal, near normal and above normal.  The probabilistic forecasts are not calibrated.  The deterministic monthly temperature anomaly forecasts are generated using the same approach and models as for the seasonal forecasts.  Precipitation anomaly forecasts and probabilistic forecasts are not available yet at the monthly time scale.  The operational long range forecasts (both monthly and seasonal) deterministic and probabilistic are available at: http://meteo.ec.gc.ca/saisons/index_e.html.  Seasonal forecasts (deterministic and probabilistic) are always presented together with their expected skill calculated over the hindcast period.

2.2. Multi-models.

A study of the impact on the skill of a multi-model ensemble forecast was made.  We have a seasonal hindcasts for 3 models (RPN SEF, RPN GEM and CCCma AGCM2) covering 1969-1994.  Serial correlation was calculated for all combinations of ensemble averages of x members and y models.  Figure 1 shows the global mean of the serial correlation as function of the number of members used to make the ensemble average. The three curves represent the performance when members from 1, 2 or 3 models are used.  The members differ in their starting time which is lagged by 6 or 12 hours depending on the model (LAF perturbations). 
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Figure 1: Global mean of the serial correlation between surface air temperature (a) and precipitation (b) anomalies in Spring (March-April-May) forecast and observed (CRU data sets New et al. 1999, New et al. 2000) as function of the number of members used in the average.  The three curves indicate the performance when members from 1, 2 or 3 models are used.  

The skill increased with the number of members as well as with the number of models.  Also, for the same number of members it is always better to use more models.  For example, we can see that using 1 member from 3 different models is better than using 6 members from 1 model.  The improvement from passing from 1 model to 2 is greater than to go from 2 models to 3.  The rate of increase of the correlation with increasing number of member also saturates and tends towards zero. 

Therefore with our current system it is a better choice to increase the number of models than to increase the number of members.  This is why although the GEM model has replaced the SEF model in the operational suite in February 2004, this latter model will be re-introduced in the ensemble once a new hindcast on the new supercomputer is done. 

2.3. Statistical post-processing.

Predictors for statistical precipitation anomaly forecasts were explored.  A preliminary study was conducted to find new predictors to improve each of the two predictands: surface air temperature and precipitation.  Currently in the operational system we use the direct model output fields to produce the forecasts.  Correlations between upper level fields and the predictands were done.  The NCEP reanalysis (NCEPRA, Kalnay et al. 1996) and the CRU surface data sets (New et al. 1999 and 2000) were used.  There are several fields like geopotential fields at 300 hPa that are very good potential predictors of the surface air temperature at the seasonal time scale.  NCEPRA vertical velocities at the middle of the troposphere (500 hPa or so) are good potential predictors for the precipitation anomalies. 

However the models have to be able to forecast these predictor fields with some skill for the statistical post-processing to effectively improve the final forecasts.  Preliminary study with the CCCma AGCM2 suggest that the model experiences difficulties to predict with skill these upper level fields.  A more thorough analysis in underway.

2.4. Availability of model outputs.

The model outputs are now available in real time on Internet via the CCCma web site.  The monthly and seasonal means for 7 fields for the 2 operational models (CCCma AGCM2 and RPN GEM) can be downloaded.  Data from both the operational and the hindcast runs are available.  The operational forecast data can be accessed at http://www.cccma.bc.gc.ca/data/cmc/cmc.shtml while the hindcast data are located at http://www.cccma.bc.ec.gc.ca/data/hfp/hfp.shtml .

2.5. Research project.

In a separate research project, a simplified atmospheric model (SGCM) was used to perform ensemble seasonal predictions.  This model uses a low-resolution spectral representation (T21) of the dry primitive equations, with five levels in the vertical.  An important feature of this model is that it uses a forcing field that is calculated empirically from the NCEP reanalyses.  Ten-member ensemble seasonal forecasts were performed starting from the beginning of each month.  Each integration lasts 4 months.  The forecasts were conducted for the 53 years starting from 1948.  Forcing fields were predicted using the persistence of the anomaly of the preceding month.  Verifications are based on the NCEP reanalysis.  It was found that the SGCM has some skill in predicting seasonal 500mb height and surface pressure anomalies, NAO/AO index in winter and spring and PNA index in winter.

The same approach as the SGCM was applied to the GEM model.  Tendency correction terms that were calculated empirically from NCEP reanalysis were added to the momentum and temperature equations.  It was found that modified GEM has significantly smaller systematic error than the original one.  With a more complete representation of dynamics, moisture and precipitation, a "simplified" GEM would be expected to outperform the dry SGCM mentioned above.

3. Plans for future research and development activities related to improvement of the LRF oriented operational system.

· Finalize the hindcast runs of the AGCM3, AGCM2 and SEF models over the HFP2 period (1969-2000).

· Production of a one-month lead time forecast (in addition to the current zero lead time forecast)

4. Development in verification procedures including performance statistics.

4.1. Performance

Monthly and seasonal forecasts of mean temperature anomalies are produced at a set of 240 Canadian stations.  The forecast temperature anomalies have been normalised based on the standard deviation of the mean temperatures, before being broken down into three equiprobable categories: below normal if the forecast temperatures are lower than the climatological values by at least -0.43 times the standard deviation of the mean temperatures, above normal if they are forecast higher than the climatological values by 0.43 standard deviation and near normal otherwise.  The forecasts are produced using the direct model output surface air temperature anomalies.  Monthly and seasonal forecast products are available at http://weatheroffice.ec.gc.ca/saisons/index_e.html.

Monthly forecasts are issued at the beginning and in the middle of each month.  Seasonal forecasts are issued at the beginning of each month since June 1st 2004.  There are therefore 12 seasons instead of four previously (D-J-F, M-A-M, J-J-A and S-O-N).  Forecasts are verified by building contingency tables with the three equiprobable categories of forecast anomalies.  Different verification scores are calculated from these contingency tables, including the percent correct (PC).  A purely random forecast would have a maximum expected percent correct of 33% over a long period of time. 
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Figure 2: Percent correct (PC) for the monthly temperature anomaly forecasts.  The score is presented relative to the expected value of 33.3% for stochastic forecasts.  The dynamical forecasts are in white and persistence in black.  This verification runs from mid June 1999 (JJ99) to mid May 2004 (MJ04).  The average for the dynamical forecasts is 45.8% over 119 months, while the average for persistence is 43.9%.
The observations required to calculate the monthly and seasonal anomalies of observed temperatures are usually available at about 75% of the 240 stations where forecasts are produced.  Since the stations are mostly in southern Canada, this verification technique does not provide a fair measurement of forecast reliability, and the results must be used with care.

Figure 2 shows the percent correct (PC) for the monthly temperature anomaly forecasts issued since mid June 1999 up to mid May 2004 inclusive.  The figure also shows the PC for persistence.  Figures 3 and 4 show the PC for the seasonal temperature and precipitation anomaly forecasts respectively for all seasons from summer 1996 to summer 2004 inclusive. 

Figure 3: Percent correct (PC) for the seasonal temperature anomaly forecasts. The score is presented relative to the expected value of 33.3% for stochastic forecasts. The averaged PC for the seasonal temperature anomaly forecasts is 45.9% over 33 seasons.
Figure 4: Percent correct (PC) for the seasonal precipitation anomaly forecasts.  The score is presented relative to the expected value of 33.3% for stochastic forecasts.  The averaged PC for the seasonal precipitation anomaly forecasts is 32.9% over 31 seasons.

Table 1 shows verification per season between the temperature and precipitation anomaly verifications during the hindcast period (HFP) as compared to the verification obtained since the program has been implemented in 1996.  Some characteristics are similar in the two sets of verification, e.g. higher scores for temperature than for precipitation and better scores in winter for temperature.  Differences can also be seen because the two periods are of different lengths and also because the operational procedures have changed over the years.  The main changes over the years were: 1) use of model climatology instead of observed climatology to calculated the forecast anomalies (1997), 2) use of a normalized average of both model outputs for the precipitation forecast instead of a simple arithmetic average (1999) 3) use of Best Linear Unbiased Estimator (BLUE) to blend together the thickness outputs from both models (1999), 4) replacement of the RPN SEF model by the RPN GEM model (February 2004), 5) and use of direct model output surface air temperature instead of 1000-500 hPa thicknesses to do the surface air temperature forecast (February 2004) and 6) use of a normalized average to replace the BLUE method to blend together the outputs from the RPN GEM and the CCCma AGCM2 (February 2004).

	Season
	Temperature anomaly
	Precipitation anomaly

	
	HFP verif 

(1969-1994)
	Real time verif

(1996-2004)
	HFP verif 

(1969-1994)
	Real time verif

(1996-2004)

	Summer
	49.7
	37.0
	38.0
	29.8

	Fall
	38.9
	46.4
	35.4
	32.5

	Winter
	40.8
	56.4
	36.4
	36.1

	Spring
	44.6
	44.8
	35.3
	33.3


Table 1: Comparison of Percent Correct score over Canadian stations between HFP period and operational verification.

4.2. Standardized Verification System for Long Range Forecasts (SVSLRF).

The CMC is producing verification results for seasonal forecasts at levels one and two, as specified in the Standard Verification System for Long-range Forecasts (SVSLRF), attachments II.8 and II.9 to the Manual on the Global Data-Processing System, Volume I, and has agreed to make the results available.  The scores were calculated for the normalized average of the seasonal anomalies of the RPN SEF and the CCCma GCM2.  The verification data sets used are the CRUTS1.0 data sets (New et al. 1999 and 2000) both for temperature and precipitation anomaly forecasts.  The SVSLRF verification results are available at: http://www.cmc.ec.gc.ca/~cmcdev/saisons/lrfsvs/lrfsvs_results.html.  The login name is “svs”, while the password is “oui”. Available at that site are (see the SVSLRF documentation for the definition of the verification scores):

	Deterministic forecasts:
	· Bulk Mean Square Skill Score (MSSS) (table)

· Bias (charts)

· Ratio of standard deviation (charts)

· Serial correlation (charts)

· MSSS (charts) 

· Hanssen-Kuipers score (charts) for each forecast category

	Probabilistic forecasts:
	· ROC curves (diagrams)

· Reliability diagrams (diagrams)

· Reliability diagrams with error bars (diagrams)

· Frequency distribution of forecasts (diagrams)

· ROC score (charts)


The bias, ratio of standard deviation and serial correlation are the three-term decomposition of the MSSS.  The Hanssen-Kuipers score for each of the three equiprobable categories is not mandatory in the core SVSLRF.  The CMC provides reliability diagrams with error bars.  The reliability diagrams also include the reliability of deterministic forecasts.  The Hanssen-Kuipers score at grid points is available.  The verification data set is the CRU data (New et al, 1999; 2000) both for temperature anomaly and precipitation anomaly forecasts. Table 2 gives the bulk MSSS for the seasonal temperature anomaly forecasts, over the Northern-Extra-Tropics, Southern-extra Tropics and Tropics, for the four standard seasons, calculated over the hindcast period (1969-1994).

	Temperature anomaly
	DJF
	MAM
	JJA
	DJF

	Northern-extra Tropics
	-0.275
	-0.104
	-0.118
	-0.240

	Tropics
	-0.018
	-0.026
	-0.057
	-0.056

	Southern-extra Tropics
	-0.064
	-0.053
	-0.064
	-0.051


Table 2: Bulk MSSS for the seasonal temperature anomaly forecasts calculated over the hindcast period from 1969 to 1994.

Figure 5 shows the ROC score for the three equiprobable forecast categories above normal, near normal and below normal for the probabilistic temperature anomaly forecasts. 
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Figure 5: ROC score for each of the three categories of probabilistic temperature anomaly forecasts.
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