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COLLECTED AND REVIEWED (SMALL) MODIFICATIONS PROPOSED BY MEMBERS 
Introduction

At the first meeting of CIMO Guide Editorial Board in Geneva, 2012, the activity of prompting all CIMO members to submit proposals for updates of the CIMO Guide was recognized as the very valuable.

Following this outcome, members of CIMO Expert Teams, Theme Leaders and external contributors to CIMO Guide chapters were asked to submit their proposals for new edition/update twice, in March and in July 2013. Due to organizational matter, a deadline for submitting proposals was set as the end of September, 2013. Received proposals are presented in the next section.
Submitted proposals
1. Siebren de Haan, (KNMI) submitted on 17 July 2013 a contribution titled ”Global Navigation Satellite System – GNSS”

The contribution was revised by Roger Atkinson (WMO Secretariat) and sent to the other experts for further revision. It was suggested to include the text as a section in the CIMO Guide, Part I, Chapter 12. 
Proposed further action:  ensure compatibility with the submitted revision of Chapter 12 by John Nash and decide about the appropriateness of suggested placement in the CIMO Guide.
2. ZHOU Heng, (Director-General, Department of International Cooperation, China Meteorological Administration) submitted on 10 September 2013 contribution in the form of comments and questions to the Part I, Chapter 7 – Measurement of Radiation
The contribution was consisted of altogether 8 comments/questions in the form of track-changes. 

Proposed further action: ensure compatibility with the submitted revision of Chapter 7 and decide about implementation in the CIMO Guide.

3. Aki Lilja (Vaisala) submitted on 30 September 2013 comments/proposals on the Part I, Chapters 3, 9, 14 and Part II, Chapter 12
The contribution was consisted of different comments/proposals on the Part I Chapters 3, 9, 14 and Part II, Chapter 12. 
Proposed further action: ensure compatibility with the submitted revisions of aforementioned Chapters and decide about implementation in the CIMO Guide.

4. Drago Groselj (EARS) submitted on 30 September 2013 proposal for a replacement of “freezing point of gallium”, with a “melting point of gallium” in Part I, Chapter 2, Annex, Table 1. 
The contribution is fully consistent with the ITS-90 definition.  
Proposed further action: ensure compatibility with the submitted revision of Chapter 2 and decide about inclusion in the CIMO Guide.

_________________

Appendix I: Global Navigation Satellite System – GNSS 
(submitted from KNMI)
General

Definitions

This section describes the atmospheric measurement technique based on timing information from a ground based network of Global Navigation Satellite System (GNSS) receivers. The main purpose of GNSS is positioning, but since an atmospheric term influences the accuracy of the position estimate, meteorological content can be inferred from the estimated error. The time delay experienced by a signal originating from a satellite and measured by a receiver on earth is related to the refractivity along the signal path, and is thus related to the temperature and humidity along this path. 

Meteorological information inferred from ground based GNSS requires a surface network of GNSS receivers, a data connection and a processing facility. In general, a GNSS network of receivers is installed for land surveying purposes and therefore close collaboration with national surveying institutes has been established in several countries. The collaboration is generally based on sharing sites and/or sharing information.

Additional information on processing techniques is available in WMO IOM 92, TD 1340 (2006) National/Regional Procedures of GPS Water Vapour Networks and Agreed International procedures.

Global Navigation Satellite System

The GNSS consists of three segments: the space, ground and user segments. The space segment comprises a number of satellites in orbit. Currently four systems are deployed, or are being deployed: GPS (USA), GLONASS (Russia), Galileo (Europe) and Compass (China). GNSS satellites transmit time coded signals in a number of frequencies with carrier wave frequencies which differ for different satellite system. 

The principle of GNSS is the same for all four systems. On-board atomic clocks control all signal components in the satellites. The ground segment controls the satellites for orbit adjustment and provides the broadcast ephemerides, which are disseminated to the user segment via the navigation message of the GNSS signal. A GNSS antenna and receiver (ground based or space borne) form the user segment. The receiver compares the time coded signal from the GNSS satellites with its own internal clock, from which the receiver can compute the pseudo ranges (P) to each satellite in view. When at least four pseudo ranges are observed the receiver can compute its position and the clock error of the receiver. The standard positioning technique using the time-coded signals has an accuracy of about 3-5 m.

The GNSS main observables are pseudo-range (P) and carrier phase (L). For example, the GPS signals are broadcast at two different frequencies: namely L1 (1575.42 MHz) and L2 (1227.60 MHz). Both frequencies transmit P and L observables. Thus for a dual frequency receiver four observables are available per epoch. Eq. (1) and Eq. (2) present both P and L expressed as a sum of all error contributions forming the GNSS measurement, that is



P = ρ + c ( dtrec – dtsat) + δrel + Latm + I + K + M + δtide + εP 

(1),



L = ρ + c ( dtrec – dtsat) + δrel + Latm - I + N ωL  + K + M + δtide + εL 
(2),

where c is the speed of light, ρ is the geometric distance between the satellite phase centre and the receiver phase centre, dtsat is the satellite clock offset, dtrec is the receiver clock offset, Latm is the tropospheric delay, or Slant Total Delay, due to the refractive nature of the atmosphere, I is the ionospheric delay along the ray path, δrel is the relativistic error, K is the receiver instrumental error, M is the multipath effect, δtide is the receiver position error due to polar tide, solid Earth tide and ocean loading, N is the ambiguity term (only relevant for carrier phase measurements, Eq. (2)), ωL one wavelength contribution due to circular polarization of the signal and ε is the un-modelled noise error.
The observables have different uncertainty levels and different characteristics. In particular, phase measurements have a noise level of a few millimetres and are very accurate in comparison to pseudo-range, which has an uncertainty of a few meters. Carrier phase is the primary and most important observable for low uncertainty parameter estimation but pseudo-range observables are better suited for the observation and removal of specific receiver-related errors (multipath, etc.). Linear combination of the same kind of observable (P or L) measured at the two different frequencies is used to remove the first order of the ionosphere effect. Other techniques, such as double differencing, can remove the satellite and receiver clock error. However, this requires careful processing of the GNSS data.  

Tropospheric GNSS signal

The atmospheric excess path is caused by refraction and bending of the signal due to gradients in refractive index n. According to Fermat's principle this excess path is

                            Latm =  s∫ n ds - D + ΔS ≈  s∫  (n - 1)ds,                   



(1)

where D (=s∫ ds) is the geometric distance and ΔS the excess path due to bending; the latter can be neglected for elevations larger than 10 degrees. The refractivity N is defined as N = 106 (n - 1) and according to Smith and Weintraub, 1953 and Thompson et al., 1986

                          N = k1 ρ Rd +  ( k2 Rv - k1 Rd + Rv/T k3 ) ρw
                              = Nh + Nw ,                                                 




(2)

for the neutral atmosphere. Here ρ is air density [kg m-3 ], ρw water vapour density [kg m-3 ], T is temperature [K] and Rd = 287.05 [J kg-1 K-1 ] and Rv = 461.51 [J kg-1 K-1 ] are the gas constants for dry air and water vapour. The empirical constants are k1 = 77.6 [K hPa-1 ], k2 = 70.4 [K hPa-1 ] and k3 = 373900 [K2 hPa-1 ] (Thayer, 1974). The first term in Equation (2) is the hydrostatic refractivity, Nh, and the second term is called the wet refractivity, Nw. 

Within a so-called network solution of GNSS data, the tropospheric delay is mapped to the zenith for all elevation and azimuth angles. In this way the number of unknowns is reduced and the position of the receiver can be estimated accurately. The mapped slant total delay to the zenith is called the Zenith Total Delay. When the precise position is estimated, an estimate of the atmospheric part of the signal can be retrieved. The ZTD can be considered as the sum of the Zenith Hydrostatic Delay and the Zenith Wet Delay (or better Zenith Non-hydrostatic Delay). The integrals in the zenith direction of the hydrostatic and wet refractivity are 

                   ZHD = 10-6 z∫  Nh dz [m] and ZWD = 10-6 z∫ Nw dz [m].              


(3)

Integrated Water vapour

ZHD is related with the dry part of the atmosphere, and due to its stationary nature can be estimated very accurately using the surface pressure measurements (ps) and the location of the receiver (height and latitude φ), using for example the Saastamoinen (1972) approximation. The ZHD represents approximately 90% of the entire tropospheric path delay. On the other hand, the ZWD cannot be sufficiently well modelled by surface data acquisition due to the irregular distribution of water vapour in the atmosphere. The ZWD can be rewritten as (following Davis et al. (1985))

           
ZWD = 10-6 [ k2 Rv - k1 Rd + k3 Rv (z∫ ρw T-1 dz ) (z∫ ρw dz )-1  ] z∫ ρw dz

(4)

and by defining the weighted mean temperature as


Tm= (z∫ ρw dz ) (z∫ ρw T-1 dz )-1






(5)

Then

ZWD = k’(Tm) z∫ ρw dz = k’(Tm) IWV,





(6)

where IWV is the vertically-integrated column of water vapour overlying the GPS receiver. Based on, for example, radiosonde observations, the weighed mean temperature can be estimated by the surface temperature, that is k’(Tm)≈k(Ts) (Bevis et al 1994). Thus the IWV can be estimated using the estimated ZTD, surface pressure ps, antenna height h and latitude φ of the receiver 

IWV = k(Ts)-1 ( ZTD  -  ZHDsaas (ps,h,φ) ) .





(7)

The value of k(Ts) is approximately 6.5 kg m-3.

Measurement uncertainties

Since ZTD is estimated, the accuracy highly dependents on the method used, the accuracy of a priori information used, the stability of the receiver position and many other things. For example the accuracy of the position of the satellite orbits will in general be higher after approximately 14 days when the so-called final orbits are available. One therefore has to distinguish between “near-real time” and “post-processed” estimates of ZTD. The accuracy of IWV is obviously closely related to the accuracy of the ZTD estimate.

The measurement uncertainty of “near-real time” estimates is around 10mm. For “post-processed” estimates this value is around 5 to 7 mm. The measurement uncertainty of IWV is dependent on the total amount of water vapour and is of the order of 5-10% (Elgered et al. 2004). The mean values have a clear seasonal signature; at mid latitudes very low values can be observed in winter (below 5 kg m-2) and during summer values of 40 kg m-2. In the tropics values higher than 50 kg m-2 are not uncommon.
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Appendix II: Comments/questions on Measurement of Radiation (submitted from CMA)
CHAPTER 7

measurement of radiation

7.3
Measurement of global and diffuse sky radiation

The solar radiation received from a solid angle of 2 sr on a horizontal surface is referred to as global radiation. This includes radiation received directly from the solid angle of the sun’s disc, as well as diffuse sky radiation that has been scattered in traversing the atmosphere.
The instrument needed for measuring solar radiation from a solid angle of 2π sr into a plane surface and a spectral range from 300 to 3 000 nm is the pyranometer. The pyranometer is sometimes used to measure solar radiation on surfaces inclined in the horizontal and in the inverted position to measure reflected global radiation. When measuring the diffuse sky component of solar radiation, the direct solar component is screened from the pyranometer by a shading device (see section 7.3.3.3).

Pyranometers normally use thermo-electric, photoelectric, pyro-electric or bimetallic elements as sensors. Since pyranometers are exposed continually in all weather conditions they must be robust in design and resist the corrosive effects of humid air (especially near the sea). The receiver should be hermetically sealed inside its casing, or the casing must be easy to take off so that any condensed moisture can be removed. Where the receiver is not permanently sealed, a desiccator is usually fitted in the base of the instrument. The properties of pyranometers which are of concern when evaluating the uncertainty and quality of radiation measurement are: sensitivity, stability, response time, cosine response, azimuth response, linearity, temperature response, thermal offset, zero irradiance signal and spectral response. Further advice on the use of pyranometers is given in ISO (1990c) and WMO (1998).

Table 7.5 (adapted from ISO, 1990a) describes the characteristics of pyranometers of various levels of performance, with the uncertainties that may be achieved with appropriate facilities, well-trained staff and good quality control under the sky conditions outlined in section 7.2.1.

Table  7.5. Characteristics of operational pyranometers

	Characteristic
	High qualitya
	Good qualityb
	Moderate qualityc

	Response time (95 per cent response)
	< 15 s
	< 30 s
	< 60 s

	Zero offset:

(a)
Response to 200 W m–2 net thermal radiation (ventilated)

(b)
Response to 5 K h–1 change in ambient temperature
	
7 W m–2

2 W m–2
	
15 W m–2

4 W m–2
	
30 W m–2

8 W m–2

	Resolution (smallest detectable change)
	1 W m–2
	5 W m–2
	10 W m–2

	Stability 
(change per year, percentage of full scale)
	0.8
	1.5
	3.0

	Directional response for beam radiation (the range of errors caused by assuming that the normal incidence responsivity is valid for all directions when measuring, from any direction, a beam radiation whose normal incidence irradiance is 1 000 W m–2)
	10 W m–2
	20 W m–2
	30 W m–2

	Temperature response (percentage maximum error due
to any change of ambient temperature within an interval of 50 K)
	2
	4
	8

	Non-linearity (percentage deviation from the responsivity at 500 W m–2 due to any change of irradiance within the range 100 to 1 000 W m–2)
	0.5
	1
	3

	Spectral sensitivity (percentage deviation of the product of spectral absorptance and spectral transmittance from the corresponding mean within the range 300 to 3 000 nm)
	2
	5
	10

	Tilt response (percentage deviation from the responsivity at 0˚ tilt (horizontal) due to change in tilt from 0˚ to 90˚ at 1000 W m–2)
	0.5
	2
	5

	Achievable uncertainty (95 per cent confidence level):
Hourly totalsDaily totals
	
3%
2%
	
8%
5%
	
20%
10%


7.3.1.2
By reference to a standard pyrheliometer

This method, described in ISO (1993a), is similar to the method of the preceding paragraph, except that the diffuse sky irradiance signal is measured by the same pyranometer. The direct component is eliminated temporarily from the pyranometer by shading the whole outer dome of the instrument as described in section 7.3.1.1. The period required for occulting depends on the steadiness of the radiation flux and the response time of the pyranometer, including the time interval needed to bring the temperature and long-wave emission of the glass dome to equilibrium; 10 times the thermopile 1/e time-constant of the pyranometer should generally be sufficient.

The difference between the representative shaded and unshaded outputs from the pyranometer is due to the vertical component of direct solar irradiance E measured by the pyrheliometer. Thus:


E · sin h = (Vun – Vs) · k
(7.9)

or:


k = (E · sin h)/ (Vun – Vs)
(7.10)

where E is the representative direct solar irradiance at normal incidence measured by the pyrheliometer (W m–2); Vun is the representative output signal of the pyranometer (µV) when in unshaded (or global) irradiance mode; Vs is the representative output signal of the pyranometer (µV) when in shaded (or diffuse sky) irradiance mode; h is the apparent solar elevation, and k is the calibration factor (W m–2 µV–1), which is the inverse of the sensitivity (µV W–1 m2).
Both the direct and diffuse components will change during the comparison, and care must be taken with the appropriate sampling and averaging to ensure that representative values of the shaded and unshaded outputs are used for the calculation. To reduce uncertainties associated with representative signals, a continuous series of shade and un-shade cycles should be performed and time-interpolated values used to reduce temporal changes in global and diffuse sky irradiance. Since the same pyranometer is being used in differential mode, and the difference in zero irradiance signals for global and diffuse sky irradiance is negligible, there is no need to account for zero irradiances in equation 7.10.

7.4
Measurement of total and long-wave radiation

The measurement of total radiation includes both short wavelengths of solar origin (300 to 3 000 nm) and longer wavelengths of terrestrial and atmospheric origin (3 000 to 100 000 nm). The instruments used for this purpose are pyrradiometers. They may be used for measuring either upward or downward radiation flux components, and a pair of them may be used to measure the differences between the two, which is the net radiation. Single-sensor pyrradiometers, with an active surface on both sides, are also used for measuring net radiation. Pyrradiometer sensors must have a constant sensitivity across the whole wavelength range from 300 to 100 000 nm.

The measurement of long-wave radiation can be accomplished either directly, using pyrgeometers, or indirectly, by subtracting the measured global radiation from the total radiation measured. Most pyrgeometers eliminate the short wavelengths by means of filters that have approximately constant transparency to long wavelengths while being almost opaque to the shorter wavelengths (300 to 3 000 nm). Some pyrgeometers – either without filters or filters that do not eliminate radiation below 3 000 nm – can be used only during the night.

The long-wave flux L¯ measured by a pyrgeometer or a pyrradiometer has two components, the blackbody flux from the surface temperature of the sensing element and the radiative flux measured by the receiver:


L¯ = L* +σσ Ts4 
(7.15)

σ is the Stefan–Boltzmann constant (5.670 4 · 10–8 W m–2 K–1); Ts is the underlying surface temperature (K); L¯ is the irradiance measured either by a reference pyrgeometer or calculated from the temperature of the blackbody cavity capping the upper receiver (W m–2); L* is the radiative flux at the receiver (W m–2). Measuring the short-wave component measured by a pyrradiometer follows the description in 7.3.

7.4.1
Instruments for the measurement of long-wave radiation

Over the last decade, significant advances have been made in the measurement of terrestrial radiation by pyrgeometers, particularly with the advent of the silicon domed pyrgeometer, and as a result, pyrgeometers provide the highest accuracy measurements of terrestrial radiation. Nevertheless, the measurement of terrestrial radiation is still more difficult and less understood than the measurement of solar irradiance, Table 7.6 provides an analysis of the sources of errors.

Pyrgeometers have developed in two forms. In the first form, the thermopile receiving surface is covered with a hemispheric dome, inside which an interference filter is deposited. In the second form, the thermopile is covered with a flat plate, on which the interference filter is deposited. In both cases, the surface on which the interference filter is deposited is made of silicon. The first style of instrument provides a full hemispheric field of view, while for the second, a 150° field of view is typical and the hemispheric flux is modelled using the manufacturer’s procedures. The argument used for the latter method is that the deposition of filters on the inside of a hemisphere has greater imprecision than the modelling of the flux below 30° elevations. Both types of instruments are operated on the principle that the measured output signal is the difference between the irradiance emitted from the source and the black-body radiative temperature of the instrument. In general, pyrgeometer-derived terrestrial radiation can be approximated by an addition to equation 7.15:


L¯ = L* +σ Ts4 + kσ (Td4 - Ts4 )
(7.16)

where k is the instrument dome sensitivity to infrared irradiance (µV/(W m–2)); and Td is the detector temperature (K).

Several recent comparisons have been made using instruments of similar manufacture in a variety of measurement configurations. These studies have indicated that, following careful calibration, fluxes measured at night agree to within 2 per cent, but in periods of high solar energy the difference between instruments can be significant. The reason for the differences is that the silicon dome and the associated interference filter may transmit solar radiation and this is not a perfect reflector of solar energy. Thus, a solar contribution may reach the sensor and solar heating of the dome occurs. By shading the instrument similarly to that used for diffuse solar measurements, ventilating it as recommended by ISO (1990a), and measuring the temperature of the dome and the instrument case, this discrepancy can be reduced. Based upon these and other comparisons, the following recommendations should be followed for the measurement of long-wave radiation:

(a)
When using pyrgeometers that have a built-in battery circuit to emulate the black-body condition of the instrument, extreme care must be taken to ensure that the battery is well maintained. Even a small change in the battery voltage will significantly increase the measurement error. If at all possible, the battery should be removed from the instrument, and the case and dome temperatures of the instrument should be measured according to the manufacturer’s instructions;

(b)
Where possible, both the case and dome temperatures of the instrument should be measured and used in the determination of irradiance;

(c)
The instrument should be ventilated;

(d)
For best results, the instrument should be shaded from direct solar irradiance by a small sun-tracking disc such as that used for diffuse sky radiation measurement.

These instruments should be calibrated at national or regional calibration centres by using reference pyrgeometers or black-body radiators.

7.5
Measurement of special radiation quantities

7.5.1
Measurement of daylight

Illuminance is the incident flux of radiant energy that emanates from a source with wavelengths between 380 and 780 nm and is weighted by the response of the human eye to energy in this wavelength region. The ICI has defined the response of the human eye to photons with a peak responsivity at 555 nm. Figure 7.2 and Table 7.8 provide the relative response of the human eye normalized to this frequency. Luminous efficacy is defined as the relationship between radiant emittance (W m–2) and luminous emittance (lm). It is a function of the relative luminous sensitivity V(λ) of the human eye and a normalizing factor Km (683) describing the number of lumens emitted per watt of electromagnetic radiation from a monochromatic source of 555.19 nm (the freezing point of platinum), as follows:



(7.18)

where Φv is the luminous flux (lm m–2 or lux); Φ(λ) is the spectral radiant flux (W m–2 nm–1); V(λ) is the sensitivity of the human eye; and Km is the normalizing constant relating luminous to radiation quantities. Thus, 99 per cent of the visible radiation lies between 400 and 730 nm.

Quantities and units for luminous variables are given in Annex 7.A.

Figure 7.2. Relative luminous sensitivity V(λ) of the human eye for photopic vision

Table 7.8. Photopic spectral luminous efficiency values (unity at wavelength of maximum efficacy)

	Wavelength
	Photopic
	Wavelength
	Photopic

	(nm)
	V(λ)
	(nm)
	V(λ)

	380
	0.000 04
	590
	0.757

	390
	0.000 12
	600
	0.631

	400
	0.0004
	610
	0.503

	410
	0.0012
	620
	0.381

	420
	0.0040
	630
	0.265

	430
	0.0116
	640
	0.175

	440
	0.023
	650
	0.107

	450
	0.038
	660
	0.061

	460
	0.060
	670
	0.032

	470
	0.091
	680
	0.017

	480
	0.139
	690
	0.0082

	490
	0.208
	700
	0.0041

	500
	0.323
	710
	0.0021

	510
	0.503
	720
	0.00105

	520
	0.710
	730
	0.00052

	530
	0.862
	740
	0.00025

	540
	0.954
	750
	0.00012

	550
	0.995
	760
	0.00006

	560
	0.995
	770
	0.00003

	570
	0.952
	780
	0.000 015

	580
	0.870
	
	


7.5.1.1
Instruments

Illuminance meters comprise a photovoltaic detector, one or more filters to yield sensitivity according to the V(λ) curve, and often a temperature control circuit to maintain signal stability. The ICI has developed a detailed guide to the measurement of daylight (ICI, 1994) which describes expected practices in the installation of equipment, instrument characterization, data-acquisition procedures and initial quality control.

The measurement of global illuminance parallels the measurement of global irradiance. However, the standard illuminance meter must be temperature controlled or corrected from at least –10 to 40°C. Furthermore, it must be ventilated to prevent condensation and/or frost from coating the outer surface of the sensing element. Illuminance meters should normally be able to measure fluxes over the range 1 to 20 000 lx. Within this range, uncertainties should remain within the limits of Table 7.9. These values are based upon ICI recommendations (ICI, 1987), but only for uncertainties associated with high-quality illuminance meters specifically intended for external daylight measurements.

Table 7.9. Specification of illuminance meters

	Specification
	Uncertainty 
percentage

	V(λ) match
	2.5

	UV response
	0.2

	IR response
	0.2

	Cosine response
	1.5

	Fatigue at 10 klx
	0.1

	Temperature coefficient
	     0.1 K–1

	Linearity
	0.2

	Settling time
	  0.1 s


Diffuse sky illuminance can be measured following the same principles used for the measurement of diffuse sky irradiance. Direct illuminance measurements should be taken with instruments having a field of view whose open half-angle is no greater than 2.85° and whose slope angle is less than 1.76°.

7.5.1.2
Calibration

Calibrations should be traceable to a Standard Illuminant A following the procedures outlined in ICI (1987). Such equipment is normally available only at national standards laboratories. The calibration and tests of specification should be performed yearly. These should also include tests to determine ageing, zero setting drift, mechanical stability and climatic stability. It is also recommended that a field standard be used to check calibrations at each measurement site between laboratory calibrations.

7.5.1.3
Recording and data reduction

The ICI has recommended that the following climatological variables be recorded:

(a)
Global and diffuse sky daylight illuminance on horizontal and vertical surfaces;

(b)
Illuminance of the direct solar beam;

(c)
Sky luminance for 0.08 sr intervals (about 10° · 10°) all over the hemisphere;

(d)
Photopic albedo of characteristic surfaces such as grass, earth and snow.

Hourly or daily integrated values are usually needed. The hourly values should be referenced to true solar time. For the presentation of sky luminance data, stereographic maps depicting isolines of equal luminance are most useful.

7.6
Measurement of UV radiation

Measurements of solar UV radiation are in demand because of its effects on the environment and human health, and because of the enhancement of radiation at the Earth’s surface as a result of ozone depletion (Kerr and McElroy, 1993). The UV spectrum is conventionally divided into three parts, as follows:

(a)
UV-A is the band with wavelengths of 315 to 400 nm, namely, just outside the visible spectrum. It is less biologically active and its intensity at the Earth’s surface does not vary with atmospheric ozone content;

(b)
UV-B is defined as radiation in the 280 to 315 nm band. It is biologically active and its intensity at the Earth’s surface depends on the atmospheric ozone column, to an extent depending on wavelength. A frequently used expression of its biological activity is its erythemal effect, which is the extent to which it causes the reddening of white human skin;

(c)
UV-C, in wavelengths of 100 to 280 nm, is completely absorbed in the atmosphere and does not occur naturally at the Earth’s surface.

UV-B is the band on which most interest is centred for measurements of UV radiation. An alternative, but now non-standard, definition of the boundary between UV-A and UV-B is 320 nm rather than 315 nm.
Measuring UV radiation is difficult because of the small amount of energy reaching the Earth’s surface, the variability due to changes in stratospheric ozone levels, and the rapid increase in the magnitude of the flux with increasing wavelength. Figure 7.3 illustrates changes in the spectral irradiance between 290 and 325 nm at the top of the atmosphere and at the surface in W m–2 nm–1. Global UV irradiance is strongly affected by atmospheric phenomena such as clouds, and to a lesser extent by atmospheric aerosols.

Figure 7.3. Model results illustrating the effect of increasing ozone levels on the transmission of UV-B radiation through the atmosphere

The influence of surrounding surfaces is also significant because of multiple scattering. This is especially the case in snow-covered areas.

Difficulties in the standardization of UV radiation measurement stem from the variety of uses to which the measurements are put. Unlike most meteorological measurements, standards based upon global needs have not yet been reached. In many countries, measurements of UV radiation are not taken by Meteorological Services, but by health or environmental protection authorities. This leads to further difficulties in the standardization of instruments and methods of observation.

Guidelines and standard procedures have been developed on how to characterize and calibrate UV spectroradiometers and UV filter radiometers used to measure solar UV irradiance (see WMO, 1996; 1999a; 1999b; 2001). Application of the recommended procedures for data quality assurance performed at sites operating instruments for solar UV radiation measurements will ensure a valuable UV radiation database. This is needed to derive a climatology of solar UV irradiance in space and time for studies of the Earth’s climate. Requirements for measuring sites and instrument specifications are also provided in these documents. Recommendations for UV-B measurements were put forward in the WMO GAW Programme (WMO, 1993b; 2001) and are reproduced in Table 7.10.

Table 7.10. Requirements for UV-B global spectral irradiance measurements

	UV-B

	1.
Wavelength resolution – 1.0 nm or better

	2.
Temporal resolution – 10 min or better

	3.
Directional (angular) – separation into direct and diffuse components or better; radiances

	4.
Meticulous calibration strategy

	Ancillary data

	(a)
Required

	1.
Total column ozone (within 100 km)

	2.
Aerosol optical depth

	3.
Ground albedo

	4.
Cloud cover

	(b)
Highly recommended

	1.
Aerosol; profile using LIDAR

	2.
Vertical ozone distribution

	3.
Sky brightness

	4.
Global solar irradiance

	5.
Polarization of zenith radiance

	6.
Column water amount


The following instrument descriptions are provided for general information and for assistance in selecting appropriate instrumentation.

7.6.1
Instruments

Three general types of instruments are available commercially for the measurement of UV radiation. The first class of instruments use broadband filters. These instruments integrate over either the UV-B or UV-A spectrum or the entire broadband UV region responsible for affecting human health. The second class of instruments use one or more interference filters to integrate over discrete portions of the UV-A and/or UV-B spectrum. The third class of instruments are spectroradiometers that measure across a pre-defined portion of the spectrum sequentially using a fixed passband.

7.6.1.1
Broadband sensors

Most, but not all, broadband sensors are designed to measure a UV spectrum that is weighted by the erythemal function proposed by McKinlay and Diffey (1987) and reproduced in Figure 7.4. Another action spectrum found in some instruments is that of Parrish, Jaenicke and Anderson (1982). Two methods (and their variations) are used to accomplish this hardware weighting.

Figure 7.4. Erythemal curves as presented by Parrish, Jaenicke and Anderson (1982) and McKinlay and Diffey (1987)

One of the means of obtaining erythemal weighting is to first filter out nearly all visible wavelength light using UV-transmitting, black-glass blocking filters. The remaining radiation then strikes a UV-sensitive phosphor. In turn, the green light emitted by the phosphor is filtered again by using coloured glass to remove any non-green visible light before impinging on a gallium arsenic or a gallium arsenic phosphorus photodiode. The quality of the instrument is dependent on such items as the quality of the outside protective quartz dome, the cosine response of the instrument, the temperature stability, and the ability of the manufacturer to match the erythemal curve with a combination of glass and diode characteristics. Instrument temperature stability is crucial, both with respect to the electronics and the response of the phosphor to incident UV radiation. Phosphor efficiency decreases by approximately 0.5 per cent K–1 and its wavelength response curve is shifted by approximately 1 nm longer every 10 K. This latter effect is particularly important because of the steepness of the radiation curve at these wavelengths.

More recently, instruments have been developed to measure erythemally weighted UV irradiance using thin film metal interference filter technology and specially developed silicon photodiodes. These overcome many problems associated with phosphor technology, but must contend with very low photodiode signal levels and filter stability.
Other broadband instruments use one or the other measurement technology to measure the complete spectra by using either a combination of glass filters or interference filters. The bandpass is as narrow as 20 nm full-width half-maximum (FWHM) to as wide as 80 nm FWHM for instruments measuring a combination of UV-A and UV-B radiation. Some manufacturers of these instruments provide simple algorithms to approximate erythemal dosage from the unweighted measurements.

The maintenance of these instruments consists of ensuring that the domes are cleaned, the instrument is level, the desiccant (if provided) is active, and the heating/cooling system is working correctly, if so equipped. Otherwise, the care they require is similar to that of a pyranometer.
7.6.1.2
Narrowband sensors

The definition of narrowband for this classification of instrument is vague. The widest bandwidth for instruments in this category is 10 nm FWHM. The narrowest bandwidth at present for commercial instruments is of the order of 2 nm FWHM.

These sensors use one or more interference filters to obtain information about a portion of the UV spectra. The simplest instruments consist of a single filter, usually at a wavelength that can be measured by a good-quality, UV enhanced photodiode. Wavelengths near 305 nm are typical for such instruments. The out-of-band rejection of such filters should be equal to, or greater than, 10–6 throughout the sensitive region of the detector. Higher quality instruments of this type either use Peltier cooling to maintain a constant temperature near 20°C or heaters to increase the instrument filter and diode temperatures to above normal ambient temperatures, usually 40°C. However, the latter alternative markedly reduces the life of interference filters. A modification of this type of instrument uses a photomultiplier tube instead of the photodiode. This allows the accurate measurement of energy from shorter wavelengths and lower intensities at all measured wavelengths.

Manufacturers of instruments that use more than a single filter often provide a means of reconstructing the complete UV spectrum through modelled relationships developed around the measured wavelengths. Single wavelength instruments are used similarly to supplement the temporal and spatial resolution of more sophisticated spectrometer networks or for long-term accurate monitoring of specific bands to detect trends in the radiation environment.
The construction of the instruments must be such that the radiation passes through the filter close to normal incidence so that wavelength shifting to shorter wavelengths is avoided. For example, a 10° departure from normal incidence may cause a wavelength shift of 1.5 nm, depending on the refractive index of the filter. The effect of temperature can also be significant in altering the central wavelength by about 0.012 nm K–1 on very narrow filters (< 1 nm).

Maintenance for simple one-filter instruments is similar to that of the broadband instruments. For instruments that have multiple filters in a moving wheel assembly, maintenance will include determining whether or not the filter wheel is properly aligned. Regular testing of the high-voltage power supply for photomultiplier-equipped instruments and checking the quality of the filters are also recommended.

7.6.1.3
Spectroradiometers

The most sophisticated commercial instruments are those that use either ruled or holographic gratings to disperse the incident energy into a spectrum. The low energy of the UV radiation compared with that in the visible spectrum necessitates a strong out-of-band rejection. This is achieved by using a double monochromator or by blocking filters, which transmit only UV radiation, in conjunction with a single monochromator. A photomultiplier tube is most commonly used to measure the output from the monochromator. Some less expensive instruments use photodiode or charge-coupled detector arrays. These instruments are unable to measure energy in the shortest wavelengths of the UV-B radiation and generally have more problems associated with stray light.

Monitoring instruments are now available with several self-checking features. Electronic tests include checking the operation of the photomultiplier and the analogue to digital conversion. Tests to determine whether the optics of the instrument are functioning properly include testing the instrument by using internal mercury lamps and standard quartz halogen lamps. While these do not give absolute calibration data, they provide the operator with information on the stability of the instrument both with respect to spectral alignment and intensity.

Commercially available instruments are constructed to provide measurement capabilities from approximately 290 nm to the mid-visible wavelengths, depending upon the type of construction and configuration. The bandwidth of the measurements is usually between 0.5 and 2.0 nm. The time required to complete a full scan across the grating depends upon both the wavelength resolution and the total spectrum to be measured. Scan times to perform a spectral scan across the UV region and part of the visible region (290 to 450 nm) with small wavelength steps range from less than 1 min per scan with modern fast scanning spectroradiometers to about 10 min for some types of conventional high-quality spectroradiometers.
For routine monitoring of UV radiation it is recommended that the instrument either be environmentally protected or developed in such a manner that the energy incident on a receiver is transmitted to a spectrometer housed in a controlled climate. In both cases, care must be taken in the development of optics so that uniform responsivity is maintained down to low solar elevations.

The maintenance of spectroradiometers designed for monitoring UV-B radiation requires well-trained on-site operators who will care for the instruments. It is crucial to follow the manufacturer’s maintenance instructions because of the complexity of this instrument. 

7.6.2
Calibration

The calibration of all sensors in the UV-B is both very important and difficult. Guidelines on the calibration of UV spectroradiometers and UV filter radiometers have been given in WMO (1996; 1999a; 1999b; 2001) and in the relevant scientific literature. Unlike pyranometers, which can be traced back to a standard set of instruments maintained at the WRR, these sensors must be either calibrated against light sources or against trap detectors. The latter, while promising in the long-term calibration of narrowband filter instruments, are still not readily available. Therefore, the use of standard lamps that are traceable to national standards laboratories remains the most common means of calibrating sensors measuring in the UV-B. Many countries do not have laboratories capable of characterizing lamps in the UV. In these countries, lamps are usually traceable to the National Institute of Standards and Technology in the United States or to the Physikalisch-Technische Bundesanstalt in Germany.

It is estimated that a 5 per cent uncertainty in spot measurements at 300 nm can be achieved only under the most rigorous conditions at the present time. The uncertainty of measurements of daily totals is about the same, using best practice. Fast changes in cloud cover and/or cloud optical depths at the measuring site require fast spectral scans and small sampling time steps between subsequent spectral scans, in order to obtain representative daily totals of spectral UV irradiance. Measurements of erythemal irradiance would have uncertainties typically in the range 5 to 20 per cent, depending on a number of factors, including the quality of the procedures and the equipment. The sources of error are discussed in the following paragraphs and include:

(a)
Uncertainties associated with standard lamps;

(b)
The stability of instruments, including the stability of the spectral filter and, in older instruments, temperature coefficients;

(c)
Cosine error effects;

(d)
The fact that the calibration of an instrument varies with wavelength, and that:

(i)
The spectrum of a standard lamp is not the same as the spectrum being measured;

(ii)
The spectrum of the UV-B irradiance being measured varies greatly with the solar zenith angle. 

The use of standard lamps as calibration sources leads to large uncertainties at the shortest wavelengths, even if the transfer of the calibration is perfect. For example, at 350 nm the uncertainty associated with the standard irradiance is of the order of 1.3 per cent, when transferred to a standard lamp, another 0.7 per cent uncertainty is added. Uncertainties in calibration decrease with increasing wavelength. Consideration must also be given to the set-up and handling of standard lamps. Even variations as small as 1 per cent in the current, for example, can lead to errors in the UV flux of 10 per cent or more at the shortest wavelengths. Inaccurate distance measurements between the lamp and the instrument being calibrated can also lead to errors in the order of 1 per cent as the inverse square law applies to the calibration. Webb and others (1994) discuss various aspects of uncertainty as related to the use of standard lamps in the calibration of UV or visible spectroradiometers.

While broadband instruments are the least expensive to purchase, they are the most difficult to characterize. The problems associated with these instruments stem from: (a) the complex set of filters used to integrate the incoming radiation into the erythemal signal; and (b) the fact that the spectral nature of the atmosphere changes with air mass and ozone amount. Even if the characterization of the instrument by using calibrated lamp sources is perfect, the difference between the measured solar spectrum and the lamp spectrum affects the uncertainty of the final measurements. The use of high-output deuterium lamps, a double monochromator and careful filter selection will help in the characterization of these instruments, but the number of laboratories capable of calibrating these devices is extremely limited.

Narrowband sensors are easier to characterize than broadband sensors because of the smaller variation in calibrating source intensities over the smaller wavelength pass-band. Trap detectors could potentially be used effectively for narrowband sensors, but have been used only in research projects to date. In recalibrating these instruments, whether they have a single filter or multiple filters, care must be taken to ensure that the spectral characteristics of the filters have not shifted over time.

Spectrometer calibration is straightforward, assuming that the instrument has been maintained between calibrations. Once again, it must be emphasized that the transfer from the standard lamp is difficult because of the care that must be taken in setting up the calibration (see above). The instrument should be calibrated in the same position as that in which the measurements are to be taken, as many spectroradiometers are adversely affected by changes in orientation. The calibration of a spectrometer should also include testing the accuracy of the wavelength positioning of the monochromator, checking for any changes in internal optical alignment and cleanliness, and an overall test of the electronics. Periodic testing of the out-of-band rejection, possibly by scanning a helium cadmium laser (λ = 325 nm), is also advisable.

Most filter instrument manufacturers indicate a calibration frequency of once a year. Spectroradiometers should be calibrated at least twice a year and more frequently if they do not have the ability to perform self-checks on the photomultiplier output or the wavelength selection. In all cases, absolute calibrations of the instruments should be performed by qualified technicians at the sites on a regular time schedule. The sources used for calibration must guarantee that the calibration can be traced back to absolute radiation standards kept at certified national metrological institutes. If the results of quality assurance routines applied at the sites indicate a significant change in an instrument’s performance or changes of its calibration level over time, an additional calibration may be needed in between two regular calibrations. All calibrations should be based on expertise and documentation available at the site and on the guidelines and procedures such as those published in WMO (1996; 1999a; 1999b; 2001). In addition to absolute calibrations of instruments, inter-comparisons between the sources used for calibration, for example, calibration lamps, and the measuring instruments are useful to detect and remove inconsistencies or systematic differences between station instruments at different sites. 

Annex 7.D


Useful formulae

General

All astronomical data can be derived from tables in the nautical almanacs or ephemeris tables. However, approximate formulae are presented for practical use. Michalsky (1988a, b) compared several sets of approximate formulae and found that the best are the equations presented as convenient approximations in the Astronomical Almanac (United States Naval Observatory, 1993). They are reproduced here for convenience.

The position of the sun

To determine the actual location of the sun, the following input values are required:

(a)
Year;

(b)
Day of year (for example, 1 February is day 32);

(c)
Fractional hour in universal time (UT) (for example, hours + minute/60 + number of hours from Greenwich);

(d)
Latitude in degrees (north positive);

(e)
Longitude in degrees (east positive).

To determine the Julian date (JD), the Astronomical Almanac determines the present JD from a prime JD set at noon 1 January 2000 UT. This JD is 2 451 545.0. The JD to be determined can be found from:

JD = 2 432 916.5 + delta · 365 + leap + day + hour/24

where: delta = year – 1949


leap = integer portion of (delta/4)

The constant 2 432 916.5 is the JD for 0000 1 January 1949 and is simply used for convenience.

Using the above time, the ecliptic coordinates can be calculated according to the following steps (L, g and l are in degrees):

(a)
n = JD – 2 451 545;

(b)
L (mean longitude) = 280.460 + 0.985 647 4 · n (0 ≤ L < 360°);

(c)
g (mean anomaly) = 357.528 + 0.985 600 3 · n (0 ≤ g < 360°);

(d)
l (ecliptic longitude) = L + 1.915 · sin (g) + 0.020 · sin (2g) (0 ≤ l < 360°);

(e)
ep (obliquity of the ecliptic) = 23.439 –0.000 000 4 · n (degrees).

It should be noted that the specifications indicate that all multiples of 360° should be added or subtracted until the final value falls within the specified range.

From the above equations, the celestial coordinates can be calculated – the right ascension (ra) and the declination (dec) – by:

tan (ra) = cos (ep) · sin (l)/cos (l)

sin (dec) = sin (ep) · sin (l)

To convert from celestial coordinates to local coordinates, that is, right ascension and declination to azimuth (A) and altitude (a), it is convenient to use the local hour angle (h). This is calculated by first determining the Greenwich mean sidereal time (GMST, in hours) and the local mean sidereal time (LMST, in hours):

GMST = 6.697 375 + 0.065 709 824 2 · n + hour (UT)

where: 0 ≤ GMST < 24h

LMST = GMST + (east longitude)/(15° h–1)

From the LMST, the hour angle (ha) is calculated as (ha and ra are in degrees):

ha = LMST – 15 · ra 
(–12 ≤ ha < 12h)

Before the sun reaches the meridian, the hour angle is negative. Caution should be observed when using this term, because it is opposite to what some solar researchers use.

The calculations of the solar elevation (el) and the solar azimuth (az) follow (az and el are in degrees):
sin (el) = sin (dec) · sin (lat) + cos (dec) · cos (lat) · cos (ha)

and:

sin (az) = –cos (dec) · sin (ha)/cos (el)

cos(az) = (sin(dec) – sin(el) · sin(lat))/
(cos(el) · cos(lat))

where the azimuth is from 0° north, positive through east.

To take into account atmospheric refraction, and derive the apparent solar elevation (h) or the apparent solar zenith angle, the Astronomical Almanac proposes the following equations:

(a)
A simple expression for refraction R for zenith angles less than 75°:

r = 0°.004 52 P tan z/(273 + T)

where z is the zenith distance in degrees; P is the pressure in hectopascals; and T is the temperature in °C.

(b)
For zenith angles greater than 75° and altitudes below 15°, the following approximate formula is recommended:

where a is the elevation (90° – z) where h = el + r and the apparent solar zenith angle z0 = z + r.

Sun-Earth distance

The present-day eccentricity of the orbit of the Earth around the sun is small but significant to the extent that the square of the sun-Earth distance R and, therefore, the solar irradiance at the Earth, varies by 3.3 per cent from the mean. In astronomical units (AU), to an uncertainty of 10–4:

R = 1.000 14 – 0.016 71 · cos (g) – 0.000 14 · cos (2g)
where g is the mean anomaly and is defined above. The solar eccentricity is defined as the mean sun-Earth distance (1 AU, R0) divided by the actual sun-Earth distance squared:

E0 = (R0/R)2
Air mass

In calculations of extinction, the path length through the atmosphere, which is called the absolute optical air mass, must be known. The relative air mass for an arbitrary atmospheric constituent, m, is the ratio of the air mass along the slant path to the air mass in the vertical direction; hence, it is a normalizing factor. In a plane parallel, non-refracting atmosphere m is equal to 1/sin h0 or 1/cos z0. 

Local apparent time

The mean solar time, on which our civil time is based, is derived from the motion of an imaginary body called the mean sun, which is considered as moving at uniform speed in the celestial equator at a rate equal to the average rate of movement of the true sun. The difference between this fixed time reference and the variable local apparent time is called the equation of time, Eq, which may be positive or negative depending on the relative position of the true mean sun. Thus:
LAT = LMT + Eq = CT + LC + Eq

where LAT is the local apparent time (also known as TST, true solar time), LMT is the local mean time; CT is the civil time (referred to a standard meridian, thus also called standard time); and LC is the longitude correction (4 min for every degree). LC is positive if the local meridian is east of the standard and vice versa.

For the computation of Eq, in minutes, the following approximation may be used:

Eq = 0.0172 + 0.4281 cos Θ0 – 7.3515 sin Θ0 – 3.3495 cos 2Θ0 – 9.3619 sin 2Θ0
where Θ0 = 2 πdn/365 in radians or Θ0 = 360 dn/365 in degrees, and where dn is the day number ranging from 0 on 1 January to 364 on 31 December for a normal year or to 365 for a leap year. The maximum error of this approximation is 35 s (which is excessive for some purposes, such as air-mass determination).

______
Appendix III: comments/proposals on the Part I, Chapters 3, 9, 14 and Part II, Chapter 12 (SUBMITTED FROM VAISALA)
 .

Ref. Call for proposals for the WMO CIMO Guide No 8

Vaisala comments to selected parts of the WMO CIMO Guide No 8

Introduction

This document collects some of the comments received from Vaisala’s specialists regarding the current text of the WMO CIMO Guide No 8. The purpose of the comments is to propose either explicit improvements or ask for clarification relating to the text of the Guide. It is important to note that this document does not replace other comments Vaisala personnel have made regarding other parts of the WMO CIMO Guide.

The comments have been collected from Vaisala specialists by Aki Lilja. We hope that the comments are acceptable and useful in this format, and remain available for further discussion in the matter as required.

Inconsistency of pressure sensor time constant requirement for surface observations (Part 1, Chapter 3)

In Part 1, Chapter 3.1.3 the Part 1, Chapter 1, Annex 1.D is mentioned as the primary reference for the requirements. However, the time constant of the pressure sensor is incorrectly copied from that reference to be 20 s. The correct value from Annex 1.D, row 3.1.3 is 2 s.

Sensor time constant: 20 s 2 s

Comments to Part 1, Chapter 9 “Measurement of Visibility”

Section 9.3.2 ”Instruments measuring the extinction coefficient”

1. We propose to remove the sentence:

“The relationship between the transmission factor and MOR is valid for fog droplets, but when visibility is reduced by other hydrometeors (such as rain, or snow) or lithometeors (such as blowing sand) MOR values must be treated with circumspection.”

Rationale: Our experts do not see a rationale for this statement in case of (contemporary) transmissometers operating in the visible spectrum.

2. We propose to remove the sentence:

“It is generally accepted that this range is between about 1 and 25 times the baseline length.”

Rationale: This statement is outdated and not valid for contemporary transmissometers.

3. We propose to rephrase the paragraph:

“In some cases of very short baselines (a few metres), a photodiode has been used as a light source, namely, a monochromatic light close to infrared. However, it is generally recommended that polychromatic light in the visible spectrum be used to obtain a representative extinction coefficient.”

To read as:

“Many state-of-the-art transmissometers use LED’s as light sources. It is generally recommended that polychromatic light in the visible spectrum be used to obtain a representative extinction coefficient.”

Rationale: Photodiodes in general are not feasible as light source. We suggest a general and guiding advice for the use of LED’s.

Section 9.3.6 " Sources of error in the measurement of meteorological optical range and estimates of accuracy"

4. We propose to remove the second part of the sentence: 

"(i) Local atmospheric conditions (for example, rain showers and strong winds, snow) giving unrepresentative extinction coefficient readings or diverging from the Koschmieder law (snow, ice crystals, rain, and so forth)."

Rationale: Our experts do not see a rationale for this statement in case of (contemporary) transmissometers operating in the visible spectrum.

5. We propose to add supplementary information to the following sentence: 

"....When the measurement range is extended further the error increases rapidly and becomes unacceptable. Since contemporary transmissometers achieve transmission errors clearly lower than the exemplary 1 per cent, the usable measurement range may extend accordingly.         

Rationale: The statement suggests measurement range limits that do not apply for contemporary transmissometers.

6. We propose to change the following sentence accordingly:  

“However, results from the First WMO Intercomparison of Visibility Measurements....." ->  "Already results from the First WMO Intercomparison of Visibility Measurements (WMO 1990b)..." 

Rationale: The statement suggests measurement range limits that do not apply for contemporary transmissometers.

Comments to Part 1, Chapter 14 “Observation of present and past weather; state of the ground”

Paragraph Transmissometers

“…They are relatively expensive to install and to maintain, as they require regular cleaning.”

We propose to continue the paragraph as follows:

…They are relatively expensive to install and to maintain, as they require regular cleaning. Some transmissometers are capable of maintaining their operational accuracy significantly longer, due to automatic calibration and automatic compensation of contamination effects.”

Rationale: Update to describe contemporary technology that is widely in operational use.

Paragraph Forwardscatter Sensor

“…The instrument is relatively inexpensive to install and to maintain, as it does not require cleaning as often as transmissometers.”

We propose to continue the paragraph as follows:

 “The instrument is relatively inexpensive to install and to maintain, as it does not require cleaning as often as transmissometers. Certain sensors can further extend the cleaning interval by automatic compensation of the optical impact of contamination.”

Rationale: Update to describe contemporary technology that is widely in operational use.

Observation of State of the Ground

It would be generally suggested that WMO would work further to standardize this observation. Specifically, we see that a meaningful observation would require standardizing the surface to be observed. Be it, for example, tarmac/pavement or an agricultural surface. Also the purpose of the measurement would be useful to be outlined. Should this not be achievable for this edition, the paragraph could be appended as follows:

“Reporting state of the ground is also a part of present weather reporting, which, until recently, was carried out solely by human observers. Automatic measurement of state of the ground is still relatively new and not widely in use. Some meteorological institutes are working on standardizing the surface(s) to be observed.”

Comments to Part 2, Chapter 12 “Road meteorological measurements”

Vaisala Road Weather experts comment that the Chapter appears to include several outdated information. We propose clarifying this chapter.

More specifically, the following comments are made:

12.3.1.1 air temperature

1.25-2 m installation height is not suitable for combined RH+T (due to water spray). Also the risk of mechanical damage to the radiation shield should be taken into consideration. For long-term durability, higher sensor placement than in synoptic observations is advised. Heated humidity sensor head technology improves the humidity sensor performance in high humidity conditions, as well as removes drift effects caused by pollution, including salt spray contamination.

12.3.1.3 wind

The wind measurement for road applications can be done in lower heights than in synoptic observations, because the goal is to represent wind relevant for winter maintenance (blowing snow etc.). Maintenance free ultrasonic sensors should be preferred in order to achieve high data availability.

12.3.1.5

Global radiation is not commonly used in road applications and energy received by road can be measured from various road temperature readings. Pyrgeometer is practically never used in this application. However, indication of cloud cover is very valuable if available from a reliable automatic measurement.

12.3.1.7 

All measurements for road applications should be made from the wheel track area of the road.

12.3.1.8 Road-pavement temperature

- 30 cm should be specified as preferable depth as it is most commonly used for road temperature forecasting.

12.3.1.9 Amount of salt measurement

g/m2 is the most usable value for optimizing spreading operations, because salt spreading is measured in g/m2 of salt. Freezing point is only in indirect measure.

12.3.1.9 

“The remote sensing of road-surface temperature by thermal infrared sensors is generally not practical because of the interference caused by water spray from vehicle tires”. This claim is incorrect based on Vaisala’s experience of the application. We have had no issues with thermal infrared measurements of the road surface. Who is behind this statement and how has this statement’s truthfulness been verified? Vaisala proposes that this statement is removed from the Guide.

12.1.3 b) 

The discussion includes only the road surface temperature forecasting, but it should also include frost formation, icing etc.

12.1.3 c) 

Thermal mapping method is based on a physical model and provides quickly useful data for the road maintenance. Creating databases for that purpose takes time and prevents immediate benefits for the road safety application.

12.1.3 d) 

Accuracy is important also w.r.t. Road state

12.2.1 

Thermal mapping of the road network can be used to advice the optimal placement of sensor sites.

12.3.1 

The measurements of frost point and grip (between the road and the tire) should be added.

12.3.1.1 

Snow plowing has to be taken into account in Air T and RH installations.

12.3.1.3 

Ultrasonic wind sensors should be recommended to reduce maintenance need and maximize data availability. Installation heights lower than that of the usual synoptic observations of 10m could be used.

12.3.17 

Sensor has to be installed on the wheel track because that's the position which is most relevant to driving safety. Other locations do not provide reliable information. Sensor has to withstand heavy traffic. Installation to tire track helps to reduce the effects of standing water on top of the sensor.

12.3.17 

Passive sensor technology should be added to this section.

12.3.19 

Snow should be added to this section.

12.3.19 

Freezing point temperature can also be a calculated value. More important than that is the amount of de-icing chemical. With passive technology, use of mechanically weak Peltier elements can be avoided and more important parameter, amount of de-icing chemical, can be directly measured instead. In addition to the amount of de-icing chemical, also water layer thickness is needed to get concentration values. Out of concentration value and temperature measurements it is possible to calculate the needed freezing point temperature. Amount of de-icing chemical also provides for winter maintenance professionals a good indication about the road's real capability to resist ice or frost formation. Direct freezing point temperature doesn't reveal that information.

12.4.4. 

Use of 'cheaper alternative' with redundant or parallel systems will eventually be more expensive during the lifecycle of the measurement. In order to be consistent with previous requirements (harsh conditions, demanding road side installation and reliable data acquisition), emphasis should be put on industrial components which are proven to operate in the most difficult conditions. It is imperative that AWS operates in reliable manner in all conditions because the most demanding conditions are  exactly those when the data is needed for the road safety application. Instead of looking at initial purchase price, emphasis should be put on life cycle cost and system's reliability over its life time. 

12.8.1 

Generic calculation principles should be disclosed. However, in-depth algorithms are typically vendors' IPRs and hence not publically available. As an example, road surface state is a result of several measurement data’s fusion and based on long-term experiments. That information is vital for any vendor to keep competitive advantage, and it’s unfair to request vendors who invest in extensive R&D to make the information readily available to competitors who don’t invest in similar R&D. The requirement of IPR disclosure leads to the diminished R&D and eventually to the diminished development of the field.

12.10.3 

Cutting grass is not relevant in road applications. Sensors are installed to the road surface, or in case of remote sensors, well above the ground level. Thus, grass doesn't cause any practical problems for road measurements.

12.10.3 

AWS operating in road environment should be designed for a minimum service interval of 6 months. More frequent site visits increase the operational costs over the lifecycle significantly. (this also applies to the currently missing parts of 12.4.4: remote sensing technologies, friction/grip calculations, frost formation identification)

__ _____
�In paragraph 7.3, do the following words share the same meaning: “Zero offset”, “thermal offset”, “Zero irradiance signal” and “Zero irradiance offset”? It should give the definition of the "zero irradiance signal". 





�In China, the yearly change of sensitivity is used to indicate the stability of instruments. In Table 7.5, “stability (change per year, percentage of full scale)” ，what’s meaning of the “full scale”? How to calculate the stability? It is suggested to give the test methods for all the characteristics.


�In the equation 7.10, S should be replaced by E.





The part 7.4 introduces the measurement of total and long-wave radiation. This part seems not systemic enough. Table 7.7 gives the characteristics of operational pyrradiometers but without the calibration method of pyrradiometer in the text; the calibration method of pyrgeometer is introduced but without its characteristics. Is Table 7.7 applicable  to classify the pyrgeometer? If not, how to classify pyrgeometer?


�The equation 7.16 should be changed to � QUOTE � ���.


�Paragraph 7.5 introduces the measurement of special radiation quantities. It is suggested to add the calibration method and its measurement standard of the photosynthetic active radiometer.


�It is suggested to add the characteristics requirements for broadband UV radiometer.


�In annex 7.D, R is inconsistent with r in the equation, please see the following chart:


�
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r=0°.004 52 Ptan /(273 + T)



