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ACTIVITIES RELATED TO CBS/OPAG-IOS ET-AWS
Guidelines and procedures to assist in the transition from manual to
automatic surface observing stations
(Submitted by Dr Igor Zahumensky, Chairperson of the ET-AWS and the WMO Secretariat)

________________________________________________________________

Summary and purpose of document

This document contains the Guidelines and procedures to assist in the transition from manual to automatic surface observing stations.

________________________________________________________________
Action proposed

The meeting is invited to consider the Guidelines and procedures to assist in the transition from manual to automatic surface observing stations elaborated by the CBS/OPAG-IOS ET-AWS-5 from development of surface technology and measurement techniques points of view and specify its recommendations.
____________

Reference:
Final Report, CBS/OPAG-IOS ET-AWS-5 (Geneva, Switzerland, 5-9 May 2008), 
(http://www.wmo.int/pages/prog/www/OSY/Reports/ET-AWS-5_Geneva_2008.pdf)

Appendix:
Development of guidelines and procedures to assist in the transition from   manual to automatic surface observing stations
DEVELOPMENT OF GUIDELINES AND PROCEDURES TO ASSIST IN THE TRANSITION
FROM MANUAL TO AUTOMATIC SURFACE OBSERVING STATIONS
Background

The ET-AWS agreed that human observers were able to integrate and classify a wide range of information needed for full description of weather events. With the advent of AWS, particular areas such as visual observations, cloud classification and weather type identification are handled poorly or not at all, by an AWS unattended by observer. On the other hand, AWS provide benefits in frequent, regular, objective and consistent measurements and can be located in any environment, including extremely remote and harsh conditions.

The transition to AWS is often instigated by a perception that these systems are cheaper to operate and easier to manage than human observers. The ET-AWS cautioned that this was not the experience of a number of member countries. Therefore, it identified a number of responsibilities and costs that may not be immediately apparent to those that adopt automatic systems.

The ET-AWS highlighted that change for automation is a reality in all networks and the careful management of the transition process is needed to protect data user needs. The establishment of a Change Management Board (CMB), e.g. as done in Canada, was recommended. CMB provides a forum for network planners, operational managers and data stakeholders to discuss strategic issues regarding the transition process.

Before embarking on automation of their network, Members should consider: (i) the resource requirements, (ii) potential gains and losses and iii) how to manage this transition.

The ET-AWS agreed on a preliminary list of guidelines which would assist in the process of converting to automatic systems. They include:
· Management of network change;
· Defining and assigning responsibilities;
· System costing;
· Parallel testing;
· Metadata;
· Data quality and reliability;
· User requirements; and
· Access to data and metadata.

Guidelines concerning the transition to specific automated observations (such as weather, precipitation type) were considered by the ET-AWS and a preliminary draft of the Guidelines and procedures to assist in the transition from manual to automatic surface observing stations is reproduced in the Appendix. The ET-AWS agreed on the need to refine these guidelines.  See
ET-AWS Work Plan.

The CCl representative recalled that the chairperson of ET-ORSC had highlighted the value to the climate community of data homogeneity and continuity. He mentioned the GCOS Climate Monitoring Principles adopted by WMO Cg-XIV in May 2003. He also identified that maintenance, access to sufficient logging capacity, and sophisticated instruments where of great importance to the climate program. He recommended that a parallel observation of at least two years was strongly recommended. The indefinite co-location of AWS and manual stations was the preferred solution. The interspersing of manual and automated observations stations provides the benefit of visual observations, while also providing a means of cross checking.  An AWS addressing climatological requirements should have a backup for one-hour data of at least one month.

The ET-AWS recommended that the Guidelines and procedures to assist in the transition from manual to automatic surface observing stations, reproduced in Appendix should be submitted to CIMO-OPAG-SURFACE ET-ST&MT for consideration and further development of surface technology and measurement techniques.
______________

GUIDELINES AND PROCEDURES TO ASSIST IN THE TRANSITION FROM MANUAL
TO AUTOMATIC SURFACE OBSERVING STATIONS
Introduction

The aim of this document is to identify and provide observation network managers the guidelines to manage the transition from traditional manual observations to a partially or fully automated system. This guidance applies to all meteorological data users, including agricultural, aviation, climate, public, marine, and severe weather.


AWS are being increasingly used to complement and even replace manual observations as the primary mode for data collection. Thus it is essential that the transition of manual to automated observation is carefully managed in order that the existing long term climate records are not compromised, but rather enhanced by the close adherence to standards and procedures.


Recent statistics (2006) indicate that almost a quarter of all RBSN stations have already been converted to AWS. In the Netherlands manual observations are only made at large airports.


In terms of the transition from manual to automated observations, climate has special needs. Climate analysis requires observational records that are long, free from significant gaps, and free from major errors or inhomogeneities. The primary focus for climate should be on the essential climate variables such as rainfall, temperature and humidity.


In the past, Aviation weather reports were dependent on manual observations to provide an integrated assessment of present weather and issue special weather reports on occurrence. However with airports growing in number and flight movements, and with progress in automated sensors, more airports are relying on fully automated observing system.
Instigators of automation

Change is a reality in all networks, whether it be sensors replacement, site relocations or land use change around the station. Thus adjustment to changing circumstances is necessary for long-term network sustainability. Some change is planned, such as conversion to a new sensor, or unplanned when a sensor fails or site relocation is forced.


Many NMSs choose to migrate from manual observations due to external pressures such as staff reductions. Often these changes are often made initially for a few sites, but often it expands incrementally to the point when a significant part of the network may be automated. It is worth considering the overall resource requirements as an automated system requires new skills and responsibilities.


Transition to automated observing system is sometimes motivated through a perception of lower costs, greater data frequency, greater consistency and objectivity of the data. This is particularly the cases with physical or deterministic variables such as temperature, humidity and pressure. Sensors to provide more discrimination for weather and precipitation types are significantly more costly that an initial data acquisition system and with some standard sensors.


Site relocation or automation may result from urban development or retirement of remote rural observers. As demographics changes in rural communities, the traditional volunteer weather observing role is lost. In Australia for example, a large number of post offices provided rainfall and other basic observations. The postal service role has been sub-contracted resulting in a decrease on post office Observers from 150 to only 6 over a period of ten years.


Change can also result when the focus or purpose of the observation program changes. For example, a research network may be converted to an operational or climate network.

Impacts of automation

Transition from manual to automated observations can lead to a discontinuity in a climate record or a change in scope of a meteorological variable if the process is not managed carefully. For example, horizontal visibility reported by an Observer who integrates observations surrounding the station to that of a visibility sensor which extrapolates a point observation to represent the area will lead to a discontinuity.


The benefits of AWSs include their cost effectiveness, high frequency data, better ability to detect extremes, deployment in hostile locations, faster access to data, consistency and objectiveness in measurement, and ability to perform automatic quality monitoring.


On the other hand, AWSs are susceptible to the following: data losses, inadequate change management, poor maintenance procedures can lead to data contamination, inadequate training of maintenance and inspection personnel, difficulty in measuring some observations, and the loss of visual observations.


The following three questions should be assessed. i) Is it economically feasible; ii) is it technically feasible; and iii) is it operationally feasible?


Thus a national meteorological service should consider the following aspects when considering automation:
1. Resource requirements – Costing of automated observations systems can be simplistic when they do not include all costs such as training, expertise development, asset life cycle costs and dependence on commercial technology.
2. Gains and Losses – Automated observing systems are able to provide some attractive benefits include remote operation, high density in objective measurements and lowered staff costs. However, automated observations are not able to fully replace manual observations, particularly visual observations. For example, automation may result in the loss of parameters such as cloud identification, hail, frost and thunder reports.
3. Management of system change – The manner in which observations are managed changes when the high volume automated data becomes part of the system. Instead of local QC by the Observer, this must be programmed into computer algorithms with the ability to detect and respond to warnings. Electronic storage and archive facilities must be expanded. Fault detection and response systems need to be monitored with staff who have the appropriate competencies. Asset replacement funds need to be available to replace the equipment when necessary.


Proper planning will lead to an orderly documented change from one system to another.
Guidelines and Procedures to manage change

Thus the transition from manual to automated observations must be carefully managed and adhere to certain principles. This management must include network planning, operations and service provision staff. Canada recommend the establishment of a “Change control Board” to supervise the change management process. 


The climate community in particular has been proactive in identifying ten guiding principles for long-term sustainable climate monitoring (appendix). These have been used to develop guidelines for NMSs to follow.


It is useful to distinguish between an automated system which includes physical sensors (such as pressure and temperature), a data acquisition system, processing algorithms, logging capacity, data communications, automated quality assurance and data archive and specialized or intelligent sensors which may comprise of a number of physical measurements together with algorithms and logic to provide an integrated results.
Transition to automated systems

The role of the weather Observer is more complex than the provision of objective classifications of weather, clouds and instrument readings. Observers use their experience to compare one variable with another, integrate information from multiple sources, make a quality judgment that an instrument is reading incorrectly, provide an on-site fault response, use alternative means to communicate observations when the primary mechanism is unavailable, retain an on-site archive and identify the need to send special weather observations. While an automated system can record measurements more frequently and consistently than humans, all the other roles of field Observers must be addressed during the transition from manual to automated systems. Instead of dispersed staff dealing with single station issues, the automated system will require specialized staff responsible for a component of the system across a wide range of stations.


What follows is a list of guidelines and procedures which should be followed when automating observations:
a) Management of Network Change: Assess how and the extent to which a proposed change could influence the outputs of the Observations network. User requirements should be established by all network users. Ensure that the change management process includes representatives from network planning, engineering, observations, data processing and communications, data services (particularly when dealing with composite networks) and archiving.
b) Defining and assigning responsibilities: In the transition from one system to another, particularly for automated systems, additional roles generally with higher skill sets are required. These responsibilities include: (i) meteorological data process algorithms,
(ii) computer programmers, (iii) systems integrations, (iv) communications specialists,
(v) data-processing and archiving, (vi) quality management, and (vii) instrument calibration, inspection and maintenance specialist. In addition, many automated systems require regular site support on a weekly to monthly period. This may include tasks such as cleaning glass lenses, cleaning rain gauge funnels, replacing wet-bulb water reservoir and trimming vegetation. In Australia, the role of the Field Observer has transformed to a station manager who maintains and operates complex equipment together with a reduced observations role.
c) System costing: Traditional manual equipment often continued to function within specification for decades with minimal maintenance. Modern instrumentation often has a significant asset value and requires regular replacement. For example, the AWS used by the Australian Bureau of Meteorology became unsupportable due to a chip which was no longer manufactured. The full life-cycle cost including support personnel and laboratory equipment must be determined. In another example, an existing solar powered site required the installation of sensor needing mains electricity. The cost to arrange mains power was double the cost of the instrumentation itself.
d) Parallel Testing: Operate the old system simultaneously with the replacement system over a sufficiently long time period to observe the behavior of the two systems over the full range of variation of the meteorological variable observed. This is needed to provide understand to data users regarding the nature of the new system. For example, what happens when sensors get contaminated?
e) Meta Data: Fully document each observing system and its operating procedures. This is particularly important immediately prior to and following any contemplated change. The recording should be a mandatory part of the observing routine and should be archived with the original data. Algorithms used to process observations need proper documentation. Documentation of changes and improvements in the algorithms should be carried along with the data throughout the data archiving process.
f) Data Quality and Reliability: Assess data quality and reliability of the new system regularly over the first five years of operation. This assessment should focus on establishing that the user requirements have been satisfied.
g) User requirements: In the development of a new system there are generally many unrealistic expectations. Design and implementation should focus on the most strategic issues. Specific network users may be particular requirements. For example, climate values stations with long historical records. Aviation requires observations at significant aviation locations.
h) Data and Meta Data Access: Develop data management systems that facilitate access, use, and interpretation of data and data products by users. Easy access, low cost mechanisms that facilitate use and quality control should be an integral part of data management. This contributes to increased use of the data and feedback concerning errors and omissions.
Transition to automated sensors

Across the spectrum of observations network users there is a range of requirements. The Climate program emphasizes their focus on data continuity and homogeneity of traditional human observations. Observations which do not consist of a deterministic physical quantity provide a particular challenge to automation.


The human observation is often an integrated concept due to the ability of the human to assimilate information from various spatial and temporal scales, and various observation characteristics. For example, in the observation of visibility, the observer looks around a
360 degree spectrum and integrates information for distances up to 50km away, and includes knowledge of the immediate history of the event and the climatology of the area.

Human observations which are challenging to automate include cloud type identification, present and past weather, identification of phenomena, precipitation types, solid precipitation, obscuration, evaporation, discriminating between sand, dust and haze and the constituents of solar radiation.


When developing an automated system, the following guidelines are recommended:
a) Characterize the human observation: In most cases the human observer integrates sensory cues from sight, sound, touch, and smell over a large space. The Observer has understanding of weather process and has generally monitored the development of weather system over minutes, hours and days. Therefore the human observation needs to be stratified into as many distinguishable constituents as possible.
b) Characterize the automated observation: In many cases the automated observation extrapolates from a single point over time. Thus it relies on temporal averaging to represent the three dimensional space.
c) Compare and contrast under parallel conditions: Automated sensors often report differently to humans under identical conditions, especially under unusual or spatially variable weather conditions.

Conclusion

Change is a normal part of observations network management. Management of the change process which includes the necessary role players and the allocation of appropriate resources can mitigate the impacts of change and provide meteorological and climate data users with the information they need to preserve standards for climate data and observations used in forecasting.
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Appendix

These 10 guiding principles for long-term sustainable climate monitoring have been identified and described (Karl et al. 1995):
1. Management of Network Change: Assess how and the extent to which a proposed change could influence the existing and future climatology obtainable from the system, particularly with respect to climate variability and change. Changes in observing times will adversely affect time series. Without adequate transfer functions, spatial changes and spatially dependent changes will adversely affect the mapping of climatic elements.
2. Parallel Testing: Operate the old system simultaneously with the replacement system over a sufficiently long time period to observe the behavior of the two systems over the full range of variation of the climate variable observed. This testing should allow the derivation of a transfer function to convert between climatic data taken before and after the change. When the observing system is of sufficient scope and importance, the results of parallel testing should be documented in peer-reviewed literature.
3. Meta Data: Fully document each observing system and its operating procedures. This is particularly important immediately prior to and following any contemplated change. Relevant information includes: instruments, instrument sampling time, calibration, validation, station location, exposure, local environmental conditions, and other platform specifics that could influence the data history. The recording should be a mandatory part of the observing routine and should be archived with the original data. Algorithms used to process observations need proper documentation. Documentation of changes and improvements in the algorithms should be carried along with the data throughout the data archiving process.
4. Data Quality and Continuity: Assess data quality and homogeneity as a part of routine operating procedures. This assessment should focus on the requirements for measuring climate variability and change, including routine evaluation of the long-term, high-resolution data capable of revealing and documenting important extreme weather events.
5. Integrated Environmental Assessment: Anticipate the use of data in the development of environmental assessments, particularly those pertaining to climate variability and change, as a part of a climate observing system's strategic plan. National climate assessments and international assessments (e.g., international ozone or IPCC) are critical to evaluating and maintaining overall consistency of climate data sets. A system's participation in an integrated environmental monitoring program can also be quite beneficial for maintaining climate relevancy. Time series of data achieve value only with regular scientific analysis.
6. Historical Significance: Maintain operation of observing systems that have provided homogeneous data sets over a period of many decades to a century or more. A list of protected sites within each major observing system should be developed, based on their prioritized contribution to documenting the long-term climate record.
7. Complementary Data: Give the highest priority in the design and implementation of new sites or instrumentation within an observing system to data-poor regions, poorly observed variables, regions sensitive to change, and key measurements with inadequate temporal resolution. Data sets archived in non-electronic format should be converted for efficient electronic access.
8. Climate Requirements: Give network designers, operators, and instrument engineer’s climate monitoring requirements at the outset of network design. Instruments must have adequate accuracy with biases sufficiently small to resolve climate variations and changes of primary interest. Modeling and theoretical studies must identify spatial and temporal resolution requirements.
9. Continuity of Purpose: Maintain a stable, long-term commitment to these observations, and develop a clear transition plan from serving research needs to serving operational purposes.
Data and Meta Data Access: Develop data management systems that facilitate access, use, and interpretation of data and data products by users. Freedom of access, low cost mechanisms that facilitate use (directories, catalogues, browse capabilities, availability of metadata on station histories, algorithm accessibility and documentation, etc.), and quality control should be an integral part of data management. International cooperation is critical for successful data management.
_____________

