GISC Prototype

(prepared by Siegfried Fechner, DWD)

Comment on E2EDM Technology Prototype – red color
from Nick Mikhailov (chair of JCOMM/ ETDMP).

Introduction:

The regional and global connectivity of the FWIS structure is guaranteed by the existence of a small number of GISC’s whose areas of responsibility in total cover the whole world and which collect and distribute the information meant for routine global dissemination. In addition, they serve as collection and distribution centres for their areas of responsibility and also provide an entry point for any request for data held within FWIS, i.e. they maintain metadata catalogues of all information available for any authorised user of FWIS, independent of its location or type. In addition, for all environmental data available within FWIS which are not subject to any access control, the GISC will provide a portal for data searches by anybody, even without prior authorisation. This new service will greatly facilitate data searches by researchers.

The role of a GISC is defined as

–
Receive observational data and products that are intended for global exchange from NCs and DCPCs within their area of responsibility, reformat as necessary and aggregate into products that cover their responsible area

–
Exchange information intended for global dissemination with other GISCs

–
Disseminate, within its area of responsibility, the entire set of data and products agreed by WMO for routine global exchange (this dissemination can be via any combination of the Internet, satellite, multicasting, etc. as appropriate to meet the needs of Members that require its products)

–
Hold the entire set of data and products agreed by WMO for routine global exchange for at least 24 hours and make it available via WMO request/reply (”Pull”) mechanisms

–
Maintain, in accordance to the WMO standards, a catalogue of all data and products for global exchange and provide access to this catalogue to locate the relevant centre

–
Provide around-the-clock connectivity to the public and private networks at a bandwidth that is sufficient to meet its global and regional responsibilities.

–
Ensure that they have procedures and arrangements in place to provide swift recovery or backup of their essential services in the event of an outage (due to, for example, fire or a natural disaster).

–
Participate in monitoring the performance of the system, including monitoring the collection and distribution of data and products intended for global exchange.

Details of the goals can be found in:

„Report of the fifth meeting of the Inter-Programme Task Team on Future WMO Information Systems“, 2003

„The Future WMO Information System“, Prof. Geerd-R. Hoffmann, February 2004

„VGISC, Construction of virtual global data centres, Architectural design“, 2004

„Management Process description for a Global Information System, Centre (GISC) for the Future WMO Information System (FWIS) programme“, Gil Ross, GENEVA, 15.-18.12.2003

Details of the prototype are specified in:

„VGISC Meeting Minutes“, March 2004, Exeter

„VGISC: Inter-Working Group Meeting“, June 2004, Langen

Description of the prototype:

The function of the prototype is to demonstrate, which Internet technologies (portals, Portlets, J2EE, Application Server, Webservices, XML, ftp, email) can be used for the provision of the services to be provided by the GISC.

The portal is the front-end for general administration of all GISC components and the accounting of GISC users, for formulation new entities of product and distribution catalogues.  Thus the user's data request always begins at the portal. He may search in the catalogues, define his own orders and carts. Along with the order, the procedure of data dispatch is defined. Depending on the technical options, the one-off or regular dispatch takes place by means of push/pull mechanisms via various possible communication channels (e.g.: ftp, email).
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Figure 1: GISC Prototype (principles of use)

The E2EDM prototype should demonstrate real-time access to, and fusion of, data:

(i) at operational and delay-mode  time scale

(ii) across oceanographic and  marine meteorological disciplines

(iii) from multiple data source formats

(iv) from multiple data providers in different geographic regions. 

The E2EDM prototype should utilize pre-existing technologies/systems where possible and should provide the following functionality:

(i)  data centres of local data systems install software and information components of E2EDM technology so that the local data could be available for technology services;         

(ii) a user can enter the system  via a web browser and request data of  single or multiple types from  distributed data sources over a single (or possibly multiple) space-time region(s)

        (iii) appropriate data, on user’s request, will be automatically sourced from wherever they reside and returned to the requesting intermediate portal providing value-added services; 

        (ii) tools will fuse the aggregated data in real time to produce a newly created data product of value to the user.

The E2EDM prototype should manipulate with data and information on the following parameters:

(i) In-situ data, including marine meteorological data  (air temperature, sea surface temperature, pressure, wave height and wave direction, wind speed and wind direction) and oceanographic data  (temperature, salinity, oxygen, and some nutrients); 

(ii) satellite data  (ocean color imagery data).

       The following data sources should be involved in the E2EDM prototype for the above-mentioned list of parameters:

(i)  historical (for the last 5-10 years) marine meteorological  data;


(ii) historical (for the last 5-10 years) ocean cruise data;

(iii) real-time GTS marine meteorological (SHIP) data; 

(iv) real-time GTS ocean (BATHY and TESAC) data; 

(v) real-time GTS ocean (TESAC/ARGO) data ; 

(vi) monthly climatic fields of ocean parameters (imageries); 

(vii) analysis/forecast data from GTS (sea surface temperature and wave); 

(viii) ocean SST satellite data (imageries). 

       The geographic area of the E2EDM prototype operation should cover the North Atlantic, including Norwegian, North and Greenland seas. 

Components:
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Figure 2: GISC Prototype (internal structure) 
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E2EDM Technology architecture

Portal-Server

Purpose:

The portal server is the general access point to all services of the GISC node (e.g.: user front-end (searching for products, online download of product instances, formulation of customer orders for planned push-distribution, ...), administrator front-end (user and customer accounting, configuration of internal GISC tools, ..) and operator front-end (monitoring the data and control flow)).

E2EDM Integration Server – the same configuration. Additionally we study to carry out function for user (in wide sense – end-user, external application) profiling – defining the resource list which will be available for concrete end-user or application. 

Technology:

A BEA WebLogic Portal will be used as infrastructure. The implementation of the presentation layer is based on Portlet technology (java, conform to J2EE). Portlets constitute the inter​faces to:

–
the GISC business layer (e.g.: searching in the metadata database (product information, customer and order information), allocation of product instances from the local data pool for directly ) and

–
to Web services from external data providers (e.g.: ECMWF (MARS), UNIDART).

E2EDM solutions –now we are not planning to use any Portal Wrapper, as usually it is not open-source. We are designing 4 Integration Server services (see fig.) which will be interconnected on APIs on base of defined classes and records of elements (data and metadata).  BEA is open-source? It is very interesting to study BEA Portal. 

Realisation:

The start of the integration of the GISC BEA WebLogic Portal is planned. The design of the front-ends will be presented in November.

We plan finish design (first version) to end of Nov. There are soft (under Russian distribute resource system – ESIMO) and theris tested soft cases on new specifications (no API now).   

J2EE-Container (applicationserver)

Purpose:

The Application Server hosts the interfaces to the local data pool and the GISC business  logic. In detail:

–
generate requests to the metadata databases and give the result back to the Portlets.

–
control the connections to databases and to the GISC data pool.

–
control the internal GISC tools (e.g.: distribution and monitoring tools).

E2EDM Integration Server (E2EDM Portal):

Web Server 

Apache Tomcat (4.03 or later) or integrated Tomcat server, used in JBoss (www.jboss.org) application server (release 3.2.3 or later), used in ESIMO software.

The application server JBoss ensuring an adequate flexibility of functional applications due to the fact that they do not depend upon a platform, i.e. they can be operated under Unix, Windows or similar OS. 

Java 2
Java 2, JDK (Java Development Kit) 1.4 or late,  J2EE. 

Technology:

Oracle Internet Application Server (iAS 10g) and an JBoss  Application Server (in cooperation with Korea Meteorological Administration) will be used.

Realisation:

Both Application Servers are in use. First components of the customer and the order business logic are implemented and installed at the application servers.

It is used 4-5 years in RIHMI-WDC and Ii will be used for E2EDM Integration Server. 

Data pool

Purpose:

The data pool will be used as source for online data request via the portal and as source for internal GISC distribution tools (push).
E2EDM Data Provider  – wrapper on local data system (DBMS, structured data files, end-point  object data files – Jpeg, pdf, doc, html) for on-line request realization  from Integration Server.   

Technology:

There are two versions of data pools, the local data pool and data supply via internet (Web​service based, e.g.: ECMWF (MARS), UNIDART). 

The same solutions as for Integration Server – services with API.  We are planning to use DiGIR and OPeNDAP as base of services which link with local data system – DiGIR – DBMS, OPeNDAP – structured files, Web-services – object data files. We have solution to have Protocol (DiGIR-based) and Transport file (OPeNDAP-based) for exchange between Integration Server and Data Providers.  All manipulation with data on Integration Servel level will be fulfilled API (Data record type – the same as data sets in transport data file). 

Realisation:

A file-based version of the local GISC data pool is implemented. The hierarchical  file structure is designed on base of the WMO-file-naming convention („CBS EXPERT TEAM ON INTEGRATED DATA MANAGEMENT, GENEVA, 15 to 18 DECEMBER 2003, ET-IDM-III/Doc. 4(1)“). The proto​types of an Webservice based data supply will be implemented by the United Kingdom MetOffice and the ECMWF.

DiGIR was tested in Russian NODC (RIHMI-WDC) with installation DiGIR Portal and imitations of DiGIR Provider on RNODC data bases.OPeNDAP dll was tested for using for access service to local structured data file system. It was done 3-4 soft modules (testing cases, no API) to connect E2EDM Integration Server (user-enter to system) with DiGIR -oriented and OPeNDAP-oriented wrappers (on RNODC platforms);

Metadata pool

Purpose:

The metadata pool contains product, product-instance, customer and order catalogues.

 The same as E2EDM solutions – we taking account external applications.  

Technology:

All catalogues are located in a Oracle database  9i Rel. 2. The product- and product-​instan​ces catalogues are saved as XML-documents on base of XML-DB. The customer and order cata​logues are implemented as classic tables.
E2EDM Integration Server - Metadasets (catalogues – GISC term) will managed by Oracle DBMS 9I (ecepting virtual metadata sets for API services) and XML files for operational metadata for this moment of Integration Server operating. It is OK to use XML-DB but we want to check design solutions on this stage – very expensive to support a number DB. M.b. we will do this late.  Which kind XML-DB do you use?  Is it open-source?   

Realisation:

The customer and order data model is designed and implemented. A prototype of the pro​duct catalogue on base of XML-DB is installed.

Control and distribution tools

Purpose:

The internal GISC tools control the metadata and data flow from the local data pool to the portal and the external customers (push).
E2EDM Interaction Server – data access service (parsing request for individual local data systems and management request fulfilment), transport service – connection with individual wrapper (Data Provider) of individual local data system and generating request and received response (Protocol messages) and transport data file.  

Technology:

Modified versions of DWD control and distribution tool (e.g.: AFD(Automatic File Distributor) and DAVID (Data-Exchange, Administration and Information Service)) will be used.

DiGIR Protocol with extensions – parsing request, managing call of Data Providers, etc. . 

Realisation:

The required modifications are under development.

First solutions were done and extensions under development. 

We hope that we will prepare operating version of E2EDM prototype at next April (before IODE-XVIII). Data centres: 

Data and Data Centres:

1. Historical (for the last 5-10 years) marine meteorological  (air temperature, sea surface temperature, pressure, wave) data from one of the MCSS project data centers.  Recommended center-provider: UK MetOffice (Elanor Gowlandt)). Type of the data source - local data files;


2. Historical (for the last 5-10 years) ocean cruise data (temperature, salinity, oxygen and, possibly major nutrients) from at least two of the IODE data centers (to be able to test the occurrence of a user request for ocean data which are placed in a number of local systems):

Recommended centers-providers: 

(i) USA NODC(WDC-A) – Ocean Data Base, type of the data source - local data files. 

(ii) Russian NODC(WDC-B) – IODE Ocean Data, type of the data source - DBMS.

(iii) VLIZ Ocean Data Base for the North Sea and some other regions, type of the data source - DBMS.

3. Delay-mode GTSPP data (temperature, salinity from one of the local data system/data providers). Recommended center-provider: MEDS Canada, type of the data source – local data files;

4. Real-time GTS marine meteorological (SHIP) data (air temperature, sea surface temperature, pressure, wave, wind from one of the local data system/data providers). Recommended centre-provider: Russian NODC, type of the data source - DBMS; 

5. Real-time GTS ocean (BATHY and TESAC) data (temperature, salinity data from one of the local data system/data providers). Recommended center-provider: Russian NODC, type of the data source - DBMS; 

6. Real-time ocean (TESAC/ARGO) data (temperature, salinity data from one of the local data system/data providers) Recommended center-provider: IFREMER, type of the data source – DBMS (or local data files); 

7. Monthly climatic fields (average and deviation, temperature, salinity, standard levels from one of the local data system/data providers). Recommended center-provider:  USA NODC (WDC-A), type of the data source – local data files; 

8. Analysis/forecast data from GTS (sea surface temperature and wave from one of the local data system/data providers). Recommended center-provider: Russian NODC, type of the data source - DBMS; 

9. Ocean SST or/and colour imagery satellite data from one of the local data system/data providers. 
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