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	Summary and purpose of document

This document includes the report on the status of implementation of telecommunication systems and circuits at RTH Tokyo.



1.  GTS facilities


The Japan Meteorological Agency (JMA) integrated and replaced its Message Switching System (MSS) and the FAX exchange system in 2005 in consideration of expansion and improvement of information exchange with the recent ICT trends, such as TCP/IP, on the GTS.  The new MSS consists of two sub-systems: one is operational and the other is standby.  Each sub-system is a cluster server so as to assure stable operation.
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2.  Current status of implementation of the GTS circuits


Current status of GTS circuits connected with the RTH Tokyo is shown in Table 1 and configuration on connectivity is shown in Figure 2.

Table 1   Implementation status of GTS circuits connected with RTH Tokyo (As of 27 April 2007)
	Circuit
	Speed
	Protocol
	Exchange data type

	Washington  Tokyo
	MTN
	FR (IMTN cloud I)

Port: WT=1.5 Mbps, TK=1.5 Mbps
	TCP/IP Socket

FTP (only from WT to TK)
	Message (A/N, binary, fax)

File (Satellite data)

	
	
	CIR: WT to TK  768 kbps

        TK to WT    32 kbps
	
	

	Melbourne  Tokyo
	MTN
	FR (IMTN cloud I)

Port: MB=256 kbps, TK=1.5 Mbps
	TCP/IP Socket

FTP
	Message (A/N, binary, fax)

File (Satellite data)

	
	
	CIR: MB to TK  32 kbps

        TK to MB  16 kbps
	
	

	Beijing  Tokyo
	MTN
	MPLS (IMTN cloud II)

Port: BJ=2 Mbps, TK=1 Mbps
	TCP/IP Socket

FTP
	Message (A/N, binary, fax)

File (Satellite data)

	New Delhi  Tokyo
	MTN
	MPLS (IMTN cloud II)

Port: ND=128 kbps, TK=1 Mbps
	TCP/IP Socket
	Message (A/N, binary)

	Bangkok  Tokyo
	RMTN
	FR (NNI basis)

Port: BK=128 kbps, TK=192 kbps
	TCP/IP Socket
	Message (A/N, binary)

	
	
	CIR: BK to TK  16 kbps

        TK to BK  16 kbps 
	
	

	Khabarovsk  Tokyo
	RMTN
	Dedicated line

64kbps
	TCP/IP Socket
	Message (A/N, binary, fax)

	Seoul

Tokyo
	RMTN
	FR (NNI basis)

Port: SL=64 kbps,TK=192 kbps
	TCP/IP Socket

FTP
	Message (A/N, binary, fax)

File (Satellite data)

	
	
	CIR: SL to TK  16 kbps

        TK to SL  16 kbps 
	
	

	Hong Kong  Tokyo
	RMTN
	FR (NNI basis)

Port: HK=64 kbps, TK=192 kbps
	TCP/IP Socket

FTP (only from TK to HK)
	Message (A/N, binary)

File (Satellite and one week ensemble data)

	
	
	CIR: HK to TK  16 kbps

        TK to HK  16 kbps
	
	

	Manila  Tokyo
	Inter-regional
	FR (NNI basis)

Port: MN=64 kbps, TK=192 kbps
	TCP/IP Socket
	Message (A/N, binary)

	
	
	CIR: MN to TK  16 kbps

        TK ( MN  16 kbps 
	
	


   CIR:
Committed Information Rate

   FR:
Frame Relay

   MPLS:
Multi-Protocol Label Switching
   NNI:
Network-to-Network Interconnection
3.   Implementation status of TCP/IP protocol and applications

3.1  TCP/IP


TCP/IP protocol is used on all the GTS circuits connected to the RTH Tokyo.  Simple FTP is used to receive satellite data from Washington, Melbourne and Beijing and to relay subset of them to Melbourne, Beijing, Seoul and Hong Kong.  Products of JMA's one week ensemble forecast model are also distributed to Hong Kong by simple FTP.  Currently, data and products are exchanged in the following manner.

From 

   Washington:
GET by Tokyo

   Melbourne:
PUT by Melbourne with file renaming
   Beijing:
PUT by Beijing with file renaming
To

   Melbourne:
PUT by Tokyo with file renaming
   Beijing:
GET by Beijing

   Hong Kong:
PUT by Tokyo with file renaming
   Seoul:
PUT by Tokyo with file renaming

GTS file naming convention is used in these file exchange.


The new MSS is also able to receive meteorological messages via e-mail, which is under testing.
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The MSS of the RTH Tokyo is applied to batched FTP procedure, which is already used for internal massage switching between servers.

3.2  Routing protocols


Border gateway protocol version 4 (BGP 4) is applied to almost all the TCP/IP circuits connected with the RTH Tokyo except for Khabarovsk-Tokyo and Manila-Tokyo where static routing is applied.  In principal Tokyo advertises all available routing information to BGP neighbours without filtering, while exchange of BGP routes with the Orange Business Service (OBS) router, which interconnects both Tokyo - Beijing and Tokyo - New Delhi as well as RA VI－RMDCN, is limited to a minimum that is necessary for establishing IP connectivity among these two centres and Seoul where re-routing operation is applied.


With growing IP connectivity among GTS centres, there would be a bypass route(s) through a third centre in addition to the direct one.  For making practical use of this feature, Tokyo, Washington and Melbourne started re-routing via the bypass route in case of a failure of the direct link on a triangle of circuits interconnecting these three centers established within IMTN could I in February 2003.  In September 2003 Brisbane joined to the triangle as a Disaster Recovery Site for Melbourne.  In addition, Tokyo, Beijing and Seoul also have a re-routing connection between them.

4.  Use of the Internet

4.1  Internet accessing systems and servers


There are two permanent connections to Internet Service Providers (ISPs), which provide more stable and reliable access to the Internet than the case of one ISP.
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All the Internet servers such as JMA's DDB (Distributed Data Base), NEAR-GOOS (North East Asia Regional - Global Ocean Observing System) and WDCGG (World Data Centre for Greenhouse Gases) are placed in DMZ (Demilitarized Zone) for security reasons.  Firewalls are monitored and maintained appropriately with contractual vendor support.

4.2  RSMC Data Serving System


The RSMC Data Serving System (DSS) has been providing NWP products and global observation data to NMHSs mainly in the Asian region through the Internet since 1995.  To meet user requirements in expanding services, JMA replaced the DSS by the new one in October 2005.  The current DSS is a cluster system consists of three servers (Figure 4) in DMZ.  It has been confirmed that the server system based on clustering architecture has enough reliability and maintainability to keep around-the-clock operation, and also cost-effectiveness.


Users can access to the DSS by standard FTP commands with authentication procedures.  The DSS identifies accessing from an authenticated user by a user ID, a user password and an IP address of a client computer.  E-mails are used for communication between the administrator and users of DSS on operational information, such as password change, data to be newly available and so on.
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5.  Traffic status of GTS links


Status of each GTS link connected to the RTH Tokyo is as follows.
(a) WMC Washington (MTN) 
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(b) WMC Melbourne (MTN)
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(c)  RTH Beijing (MTN)
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(d) RTH New Delhi (MTN)
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(e) RTH Khabarovsk (RMTN)
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(f)  RTH Bangkok (RMTN)
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(g) NMC Hong Kong (RMTN)
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(h) NMC Seoul (RMTN)
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(i)  NMC Manila (Inter-regional)
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Figure 1   GTS facilities and Internet accessing system 
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Figure 4    RSMC Data Serving System 
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Figure 3    Internet accessing systems and servers





Proxy Server





DMZ





RSMC


Data Serving System





JMA Office


 Intranet





COSMETS


 LAN





JMA Secure Zone





Real-time file


serving system 





Satellite IP network system for information common-use





Local 


Observatories





DNS, Web, FTP, 


Mail servers





Figure 2    Configuration of the GTS circuit connected to the RTH Tokyo
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