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	Summary and the Purpose of the Document

The document contains the status of development and planning for two GISC prototypes in Asia under the framework of Collaboration Alliance for Beijing and Tokyo GISC Capacity Building by CMA and JMA. 



  1 Introduction.

 The China Meteorological Administration (CMA) and the Japan Meteorological Agency (JMA) started to collaboratively promote the WIS development in October 2005.  During the first stage of the collaboration, both CMA and JMA have developed their own Internet portal sites to provide individual dataset such as satellite data, and the two sites exchanged metadata catalogue.

In July 2007, the Administrator of CMA and the Director-General of JMA met each other in Beijing, and agreed to include the WIS development in a formal list of cooperative activities between CMA and JMA.  It was agreed to implement interconnection and interoperation, including metadata exchange and synchronization, remote data request and access between the GISC prototypes at CMA and JMA.  Then, the second stage of the collaboration started.  In November 2007, representatives of the JMA WIS team visited Beijing and discussed with members of the CMA WIS team technical details and plans to realize the planned cooperation. 

  This document briefly reports on the current status of the two GISC prototypes and progress in the collaboration.  

[image: image5.jpg]O the Portl 2 ueers oan otrieve
the cata I they registored the
related Atom feed, users can gt the
ata when the Atom is updatec.

O the Portal 1. isers can seardh
st and know det of the data and
how o get the data.

Metadata search Reauost/reply

et Poral Sta 1 raro: Portal St 2
e P
L ey i
D s R
: \ :
SWORT saton | [ oma b
Metadata management Hitn vy (with Atom)
escenmse | 1
terets Oatareposeres 999
WSS o Do SR e
s
Onta colecton || _tom crestin_| | Motadta reton
e e et
b R data deliver Crpttai A foud metadata for new
st ol s e
fle naming convention] i




[image: image6.wmf]

2. System Architecture 
2.1 CMA
CMA’s WIS prototype has been developed to support WIS/GISC’s functions, provide data collection, DAR services and data request/reply to the authorized users, as well as make metadata exchange and synchronization with other WIS centers. It is being built upon J2EE architecture which includes web services-based SOAP environment constructed by using J2EE Server and Axis toolkit, and offers SOAP Java client interfaces based on Java Beans to implement global authentication. It integrates heterogeneous data sources based on XML, and provides data search and access through metadata catalogue and request processing service.
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In 2008, the new development includes the functions of new dataset and service statistics. The New Dataset function is to notify user new data by issuing the concerned metadata and catalogue information on the portal as when as they are produced or harvested at CMA. And, the Service Statistics function is to report and query the process status and result for the submitted data requests. In addition, the application to handle and authenticate the remote data request has also been developed as follows.  The authentication procedure is being tested between CMA and JMA.
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2.2 JMA

JMA has developed a new system, as its GISC prototype, which is equipped with functions to prepare metadata and to provide real-time observational data via a request/reply mechanism based on the metadata.  Details such as its Internet portal sites, metadata management system are describe in Doc.5.5(2) submitted to ICG-WIS-IV.  
Atom feeds installed in the system keep users informed on updated files.  The JMA WIS team considers that recent blog-based technology such as atom feed have a potential to provide some of fundamental features of WIS, such as "routine collection and dissemination service for time-critical and operation-critical data and products" and "timely delivery service".  In this regard, the team submitted a document to the recent session of ET-CTS (Toulouse, France, May 2008) and ET-CTS decided to investigate blog technologies for the use in GISC synchronization.
For the collaboration activities, JMA has prepared a server farm consisting of a Web server, a FTP server and a database server which installed a hybrid-type XML database.  The database server shares a NAS server with other servers used for the RAII/RAV VPN Pilot Project and for Pilot Projects in RAVI such as SIMDAT i.e. the server farm constitutes a group of servers for the JMA GISC prototype. 

The hybrid-type XML database handles both conventional relational and native XML data. Thus, the development of this hybrid database made it possible to verify effectiveness of relational and native XML databases in handling WMO metadata and data/products.

The structures of the WIS prototype service components and projects server farm in JMA are shown in Figures 5 and 6. 
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3. Progress in the Collaboration

As described in section 2, both CMA and JMA have been developing functions required for GISCs in our GISC prototype systems. Among many required functions, the two organizations have been collaboratively developing metadata exchange and remote data request/reply functions. 
The two organizations started with metadata exchange using ftp(get), then, tried OAI-PMH( see below).  In parallel with the implementation of metadata exchange, CMA and JMA are developing remote data request/reply functions in our systems and are now verifying their behaviour. 

3.1 Metadata exchange
CMA and JMA exchanged and synchronization their metadata on a trial basis and confirmed that the metadata prepared until last March by both sites are interoperable between metadata search systems on both portal sites.
CMA and JMA have been implementing metadata exchange step by step. As the fist step, we preliminarily started to exchange metadata using FTP(get) in May 2008.  Then, the two organizations implemented metadata exchange functions using Open Archives Initiative Protocol for Metadata Harvesting (OAI-PMH), a protocol developed by the Open Archives Initiative(OAI) to be used to harvest (or collect) metadata descriptions.  The two organizations decided to try OAI-PMH because it provides a mutually usable framework independent of applications.  CMA and JMA are now routinely implementing the metadata exchange.  
The metadata exchange using OAI-PMH has been being implemented step by step.  At the beginning, we experimented with jOAI, a Java-based OAI software that supports OAI-PMH, for metadata harvesting.   At present, both organizations are developing applications for OAI-PMH to be installed in their respective systems. 
3.2 Remote data request/reply

CMA and JMA have jointly developed and installed remote data request/ reply function, which is “a coordination function with another GISC”.   By the remote data request /reply function, data that are not stored in JMA’s own site can be found and taken through CMA’s portal site, and vice versa. 
CMA and JMA store their own datasets on their own systems respectively, and they hold all the metadata for both their own local datasets and the other center’s datasets.  Users who access the CMA (JMA) portal site can find metadata of JMA's(CMA’s)  data that they want and submit a request for the JMA(CMA) data.    Then, the request received at the CMA(JMA) site is delivered to the data portal at JMA(CMA).  The JMA(CMA) site processes the data request and send back the requested data to the CMA(JMA) site.

An example of the data flow in this function is as follows,  
(1) A user visits the CMA portal site, find data that he/she needs on the metadata list.  Then, the user sends a request to the CMA portal site.

(2) The request is forwarded to the services node 

(3) The service node of the CMA server locates the data.

(4) If the requested data is on the JMA site, the service node search cached data in the CMA site at first.  

(5) If the data is not available in cache, the service node of the CMA site sends a file describing the data to the JMA site.

(6) The JMA site processes the request (after authentication)
(7) The JMA site returns a file describing the results and available data to the CMA site

(8) The CMA site puts the result description file and the result data in its own cache .

(9) The CMA portal site returns the result data and/or request processing result to user.


4. Future plan

4.1 Authentication

As long as CMA and JMA develop remote data request/reply function, collaborated authentication scheme should be established for a pertinent data access through the Internet portals.  To implement the authentication, appropriate data and user policies will be examined jointly.

4.2
Contribution to WIS manual and related guides

As recognized at the recent session of ET-WISC (Darmstadt, Germany, June 2008), WIS related documents such as manual, guides, requirements, specifications are under preparation, but there remain a number of detailed functional requirements such as GISC interface.  Empirical outcome from the semi-operation at both sites will be reported to WIS community as a contribution to WIS manual and appropriate guides towards the full-scale WIS implementation. 

Figure 1   Collaboration between CMA and JMA for WIS prototype services
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Figure 6   Structure of projects server farm





Figure 2   Structure of GISC prototype service components at CMA
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Figure 3   The procedures of handling remote data request








Figure 7   Data flow in the remote data request/reply between CMA and JMA
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Figure 4   Hardware Platform for running GISC prototype

























































































Figure 5   Structure of WIS prototype service components at JMA
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