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	Summary and purpose of document

            This document includes the report on the improvements planned for the South Asian Segment of GTS and RTH New Delhi, including the WIS perspective.





Action proposed

The meeting is invited  to note the information, review and discuss the report when

considering the relevant agenda items of the meeting. 

1.
Introduction
The 21st century is likely to be dominated by concerns of water, global climatic change, environment, land use and ocean resources. The need for taking up an integrated view of earth system science, i.e. land-ocean-atmosphere problems, is being increasingly recognized across the world, as they interact and influence each other such that any independent model will not be able to sustain variabilities of the complex system. A strong interdisciplinary effort in global climate change is necessary to address associated problems.

The newly constituted Ministry of Earth Sciences (MoES), Government of India,  seeks to create a framework for understanding the complex interactions among the key elements of the earth system, namely the ocean, atmosphere and the solid earth, by encompassing the functioning of national programmes in meteorology, climate and ocean science and technology and seismology. It aims to provide the nation with the best possible services in:

· Forecasting the monsoons (on various relevant time and space scales) and other weather/climate parameters, ocean state, earthquakes, tsunamis and other phenomena relating to the earth system, through well integrated programmes utilizing the best that science and technology can offer today at the highest international standards, 

· Offering extensive data resources and setting up appropriate decision support systems to serve the interests of the common man whose primary resources are land and ocean, 

· Supporting agriculture-related and all other industrial and scientific activities (including aviation, engineering industry, water resources, aquaculture etc.) through authentic, adequately processed earth system data of various kinds, 

· Working closely with other agencies, both public and private, to provide them with S&T support and to assist in ensuring adequate preparedness for handling natural disasters and in managing their consequences, and 

· Supporting research and development in Earth System Science.

2.
RTH New Delhi on MTN and WMO INFORMATION SYSTEM
A massive modernization program encompassing  observation, connectivity, supercomputing and forecasting facilities under an over-arching digital framework
has been undertaken on priority basis in India. Under modernization  program RTH New Delhi system will be replaced by a new system conforming to GISC specifications. At present as per WMO No.386 it  is performing the following functions :

2.1
Collecting the observational data originating from IMD’s national network and  associated National Meteorological Centre’s ( NMC ) of neighbouring countries  and transmitting such data in appropriate form on the MTN, either directly or through the appropriate WMC/RTH.

2.2
Relaying selectively on the circuits of the MTN, as internationally agreed in the appropriate form, the meteorological data and processed meteorological information products received from these circuits and/or from RTH’s not situated on the MTN.

2.3
Ensuring the selective distribution of meteorological data  and meteorological information products to the IMD’s national network and  associated National Meteo-rological Centre’s ( NMC ) of neighbouring countries  and  to the RTH’s not situated on the MTN which they serve.

2.4
Checking and making corrections in order to maintain standard telecommunication procedure.

2.5
Establishing data disseminating systems territorial and/or via satellite as required in accordance with original plans;

2.6
Carrying out the monitoring of the operations of GTS of the WWW.

3.
The new RTH system at New Delhi will be WIS GISC compliant and provide three fundamental types of WIS services to meet the different requirements, as follows:  
3.1
Routine collection and dissemination service for time-critical and operation-critical data and products: 

This service is based on real-time “push” mechanism including multicast and broadcast; it would be implemented essentially through dedicated telecommunication means providing a guaranteed quality of service;

3.2
Data Discovery, Access and Retrieval service:

This service is based on request/reply “pull” mechanism with relevant data management functions; it would be implemented essentially through the Internet;

3.3
Timely delivery service for data and products:

This service is based on delayed mode “push” mechanism; it would be implemented through a combination of dedicated telecommunication means and of public data-communication networks, especially the Internet.
4.
The whole RTH system will be configured as two separate Message switching systems (National MSS and International MSS System) and Database cum portal server. 
4.1
This system will be configured for high availability cluster. 
4.2
The traffic corresponding a particular LAN is not allowed to cross to other LAN unless it is authorized. So individual LAN will be connected through firewall. 
4.3
The database system will decode and store data pool as well as metadata in the metadata pool  and provide web delivery on the front-end.
4.4
Storage will be low latency and high volume.

4.5
Mobile, WAN, MPLS VPN, DVB-VSAT, INSAT MDD,INSAT-DCWDS, WorldSpace DAB, DTH TV and Internet network shall be connected to Server through firewall. In this system there will be RADAR, satellite, Earthquake, and multihazard information. There will be Content Checker in hot stand-by redundant mode for Virus, Denial of service and spamming and will have the facility to alert users and Administrator.
5.
Performance parameters are listed below:

· Time accuracy -  RTH system time in UTC must be maintained accurate to the nearest millisecond with reference to global time standard ( GPS ) synchronized across all the computers comprising the RTH system.

· Message throughput – 50 messages per second and above of message length of 15000 octets under peak traffic load.

· File throughput – 10 files each of 500000 octets size per second and above under peak  traffic load.

· Message and File Switching delay ( registration time at output queue –  registration time at input queue ) – Less than 1 second under peak traffic load.

· CPU usage – Less than 70 percent under peak load.

· Memory usage – Less than 80 percent under peak load.

· Disk usage – Less than 70 percent for a comprehensive total online operational requirement of 30 days.

· Fail-over latency – overall less than one minute at operation level.

· Maximum local network traffic – Less than 70 percent of the designed operation limit.

· Daily throughput --- 100 GB designed throughput.

· Disaster backup – at Pune which is about 1500 km. away from New Delhi.

6.
Data Discovery, Access and Retrieval service:
6.1
The data base server is to be implemented under national and international MSSs.

 Data base system will have the facility for the reception, decoding, processing , displaying and generation of different types of products , such as   NWP products , Satellite and Radar images ,graphics etc. The system will be able to handle Alpha Numeric, GRIB, BUFR, CREX, Satellite and Radar image data. The system will be able to generate WEB pages of all type of products and images. Facility for storage of all metadata in the form of WMO no.9 vol. A, C &D , routing tables, WMO monitoring , various code table are to be stored. Metadata pool is required to be designed based on WMO core metadata standard version 0.2 which is XML based.

6.2
Web ingest and delivery of data and product will constitute a  major feature of proposed RTH system and is also a requirement of the specification of the GISC (Global information System Centre). It will take advantage of both push and pull technology as defined under the standard. Dynamic content will be paged on the fly based on a open standard Content Management System ( CMS ).The user interface for the web system will be a open standard  portal server. The portal server is the general access port to all services for the user which include searching for products, then online download of products instances and then formulation of options for planned push distributions. It will have separate Administrator front-end for accounting and configuring and operator front-end for monitoring data and control flow.
6.3
Industry standard portal server  based on portlet technology conforming to J2EE may be used. The portal server in turn will be served by the application server like J2EE container by requesting metadata information from metadata database controlling connection to data pool databases and also controlling distribution and monitoring tools.

6.4.
The design will take care of suitable data pools based on commercial database management system and file based versions using WMO file naming convention. The design of the metadata pool will be based on WMO catalogue of meteorological products and observational data which are available in electronic form as well as which would be based on the WMO core metadata standard version 0.2 .The control and distribution will be based on push technology as decided by the users such as through WMO file transfer procedure and also through pull technology based on the user selected downloading procedure.
6.5
The existing IMD website will come under the default portal for all user. However the portal server will allow any authorized user to configure his own portal according to his requirement for the information to be pushed to his desktop.

6.7
Industry standard GIS software such as ARCGIS-9 would also be required to provide map interface for the portal server. Authentic digital map database from Survey of India, Government of India has to be provided for referring to the maps up to District level .For this new web delivery system J2EE development environment would also be preferred. 
7.
Timely delivery service for data and products:
7.1
The new RTH system will use the following type of content management framework -
· N X 64 kbps digital circuits, Frame Relay, TCP/IP, VPN, VSAT, dial-up services like Fax, Email, SMS etc using Landline , Mobile  and Internet services.

· Alphanumeric and binary messages for routine data collection, exchange and distribution.

· Exchange of imagery, graphics and binary products in WMO Table Driven Code Formats ( GRIB, BUFR, CREX ) in real time.

· Generation of BUFR bulletins from ASCII data.

· System will support the WMO Core Meta Data standards. 

· Switching of any type of binary files like Word file, Graphic image, spread sheet or data files for transfer of data fields (pre processed observational data), analysis, forecasts amongst WWW centres.

· FTP services on a dedicated FTP server.

· Ingest of data ( Alpha numeric, binary, BUFR )  through WEB forms.

· WEB support on a dedicated WEB server for hosting IMD’s website using data / products available in the RTH database or from other Computer centres of IMD.

· Data Base support.

· Workstation for visualization / generation of products.

· SADIS data reception, processing and switching.

7.2
Exchange of seismic data, GMDSS data , disaster warnings like Tsunami and nuclear accident data (through specific communication interfaces and following specific switching requirements and handling different formats).
7.3
Email service  for enterprise with 800 users with POP 3 , IMAP4 and web mail support. It will have complete configuration , control and monitoring of the users. It will have content checking, anti spamming, anti relay built in the server. It will support exchange of mail both in Hindi and English. The server will have the facility for the administrator to find out and restrict the type of attachments downloaded by any user.

 7.4
It will support  start of authority for independent Gov. domain on a DNS server.

7.5
The Firewall implementation will be through Hardware and Software.

7.6
All the systems will be fully secured  from internal and external users through appropriate firewalls in Redundant mode. It will protect the systems from hacking , intrusion, spamming, denial of service attacks. In addition , all the incoming / outgoing  mails will be checked for content and virus . Virus will be removed or quarantined. It will also be protected from mail relay and other DOS type of attacks.    The firewall implementation will be certified by renowned certifiers.

8.
The following graphical user interface(GUI) based monitoring facilities may be provided preferably using the standard web browser such as IE 6.0 and Netscape 7.0. 

8.1
There  will be facilities to monitor and generate continuous visual reports for the operational status of all the  Servers , Disk storage subsystems and all the communication devices on LAN.  IN case of any failure, in the above Servers and peripherals, it will alert the operator by buzzers and lamps along with the special report on the printer.  For maintenance purposes there will be facility to disable the visual/audio alarms.  This disabling facility will be available software-wise to the system manager only.

8.2
The system will monitor the condition of communication lines and number of messages pending for outputting on communication lines. If any failure is detected in the transmission of data, it will be immediately reported in the form  of alarms (with option to disable it). The information will also be stored in the data base for the last thirty days.

8.3
Statistics for all the channels in respect of number of messages received and transmitted hourly as well as for the last twenty four hours in respect of each channel and average statistics for the whole system.  For total no. of characters and total number of messages received in last 24 hours combining all the channels will be provided periodically and on command on the printer specified for this purpose and also will be available in the database.

8.4
Operational software will provide facilities to collect and generate all relevant system performance parameters such as maximum switching delay, queue backlog, CPU utilization, I/O on communication channels and I/O on disk storage, disk occupancy, resources (such as CPU time and memory) utilization by different software modules. These details and other critical information will be also written to a log file.

8.5
All the monitoring facilities mentioned above serving operational requirements will have database interface to generate pseudo colour based graphic display facility on real time basis or for non real time statistics.

8.6
GUI based user interface software module preferably using the standard web browser such as   IE 6.0 and Netscape 7.0.User interface software module will be based on user friendly graphic user interface  and it will provide the following features. It will provide computer-assisted correction of messages, which have been declared invalid by the validation programme. Correction will be possible on the basis of various data types and also on the basis of data coming on particular channel. Extensive facilities to retrieve the data from the database using GIS and map tools (both bulletin as well as reports) selectively on the basis of headers/parts of the headers/wildcards/sequence number and range of sequence numbers /input time/output time/station index number/latitude and longitude range using SQL interface and transmit it to particular destination such as circuit or file etc. will be supported by the system. If the messages received are scheduled messages for that circuit, the messages will go as it is and if they are not scheduled then the messages will be sent as addressed messages. In case the messages are long, they will be sent as segmented bulleting as specified in WMO GTS Manual No. 386.

8.9
There will be facility to generate bulletins on the basis of the templates entered at the user interface manually. It will be possible to check the reception of the national / global data for various data for various data types on the basis of station index numbers, latitude/ longitude range on a graphic screen against a map background . Zooming facility will be provided  for a particular country or area in a particular region in the map.

The user interface module will also support the graphic display for messages which are having latitude / longitude embodied in the messages like AIREP, SHIP messages , AMDAR, DRIBU etc. Automatic transmission facility of files, charts and satellite and radar imagery for the MSS data base to the suitable uplink site using leased circuits/Internet at IMD specified intervals may be provided with detailed transmission logs. 

8.10
Only traffic authorised to flow within GTS may be allowed through suitable rules

Intrusion detection and elimination hardware/software may be provided 

Email may be scanned for content and virus and necessary actions like quarantine or 

healing may be provided. All the security provisions will be in conformity with WMO  

Guide on Information  Technology (ITS) at WWW centres.  

9.
The current status of  international circuits and upgrade plans are listed below -
Table 1  Implementation status of GTS circuits connected with RTH New Delhi (As of 21 August 2007)
	SN
	Circuit
	Speed
	Protocol
	

	1
	New Delhi

Moscow
	MTN
	MPLS (IMTN cloud II)

Port: ND=128kbps, MO=512Kbps
	IP (3 bftp)
	Message (A/N, binary)

	2
	New Delhi  Tokyo
	MTN
	MPLS (IMTN cloud II)

Port: ND=128kbps, TK=1Mbps
	TCP/IP Socket
	Message (A/N, binary)

	3
	New Delhi  Cairo
	MTN
	100 BPS
	Asynch
	Message (A/N)

	4
	New Delhi  Beijing
	RMTN
	MPLS (IMTN cloud II)

Port: ND=128kbps, BJ=2Mbps
	IP (3 bftp)
	Message (A/N, binary)

	5
	New Delhi  Jeddah
	RMTN
	64 Kbps leased line
	TCP/IP Socket
	Message (A/N)

	6
	New Delhi  Karachi
	RMTN
	64 Kbps leased line
	TCP/IP Socket
	Message (A/N)

	7
	New Delhi  Dhaka
	RMTN
	64 Kbps leased line
	TCP/IP Socket
	Message (A/N)

	8
	New Delhi  Bangkok
	RMTN
	200 BPS
	Asynch
	Message (A/N)

	9
	New Delhi  Tehran
	RMTN
	75 BPS
	Asynch
	Message (A/N)

	10
	New Delhi  Kathmandu
	RMTN
	50 BPS
	Asynch
	Message (A/N)

	11
	New Delhi  Yangon
	RMTN
	50 BPS
	Asynch
	Message (A/N)

	12
	New Delhi  Melbourne
	RMTN
	Int. (4/ )
	TCP/IP Socket
	Message (A/N)

	13
	New Delhi  Colombo
	RMTN
	Int. (4/256)
	TCP/IP Socket
	Message (A/N, BI, FX)

	14
	New Delhi  Male
	RMTN
	Int. (4/512)
	TCP/IP Socket
	Message (A/N)

	15
	New Delhi  Muscat
	RMTN
	Int. (4/ )
	TCP/IP Socket
	Message (A/N)


Table 2  Upgrade plan of GTS circuits connected with RTH New Delhi
	Circuit
	Speed
	Protocol
	Remarks

	New Delhi  Cairo
	MTN
	64 Kbps leased
	TCP/IP
	Under Test

	New Delhi  Bangkok
	RMTN
	64 Kbps leased line
	TCP/IP
	Dec.2007

	New Delhi  Tehran
	RMTN
	75 BPS
	TCP/IP
	Dec.2007

	New Delhi  Kathmandu
	RMTN
	Int.
	TCP/IP

Satellite multicast
	March 2007 ( WIS  “Pull” / satellite multicast )

	New Delhi  Kabul
	NOP
	X
	TCP/IP

Satellite multicast
	March 2007 ( WIS  “Pull” / satellite multicast )

	New Delhi

Thimpu
	NOP
	X
	TCP/IP

Satellite multicast
	March 2007 ( WIS  “Pull” / satellite multicast )


10. Concluding remarks :

10.1 RTH New Delhi is situated on the MTN providing the crucial connectivity between the 12 NMHS of developing nations of South Asia and the WMCs.
10.2 The new RTH system will handle more than 100 Gigabytes of traffic daily comprising more than 1 million messages and files daily.

10.3 It is already providing connectivity to national and international multi-hazard including Tropical cyclone and Tsunami related disaster warning systems.
10.4 It is serving as a preparatory and issuing service for the Global Maritime Distress and Safety System bulletins under Metarea 8 ( N ) for North Indian Ocean.
10.5 It has been providing crucial linkages to other WMO programs such as Aem,

Agm, GCOS, HWR, IPY, JCOMM, PWS and WCP.

10.6 It will be connected to 4 national specialized supercomputing facilities running NWP models related to operational weather forecasting, medium range weather forecasting, ocean state modelling, climate prediction and research.
10.7 It is operating INSAT satellite observation system ( VHRR ) and dissemination system ( INSAT Digital Meteorological Data Dissemination ( LRIT ) and INSAT Digital Cyclone Warning Dissemination System ) which will also disseminate INSAT 3D products, namely, 6 channel imager and IR sounder.
10.8 It is connected through MPLS VPN cloud-II to  WMC Moscow, designated RTHs on MTN Tokyo and Beijing and has implemented Internet based circuits on GTS right from its inception.
10.9 It has been participating in the Annual Global Monitoring and Special MTN Monitoring and playing major role to remove deficiencies of both GOS and GTS.  

10.10 A new RTH New Delhi system will be installed in March 2008 to be ready to operate as a GISC node with all the features that have been till now recommended through pilot  VGISC experiments. 
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Figure 1: Network interconnect diagram
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