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	Summary and Purpose of Document

The document presents some basic strategic and technical options for global, regional and functional networks to support planning for the next generation IMTN.




Action Proposed:     The meeting is invited to discuss the issues presented and identify areas for further work.
Annex 1  Global Options with Pros and Cons

0. Summary

Some options for the future evolution of the GTS are listed with some preferences, both on global strategic and regional tactical scales, for discussion.
The proposed most likely long term option is a small number of managed regional networks, with some functionally specialised managed networks, and limited use of the unmanaged Internet.

These options provide the context for planning the evolution of the regional and functional networks. Some of the possible tactical approaches for these networks are outlined too. The planning for the regional and global networks are not independent.
This is a working document, and further input will be included as available. Some suggestions for further work are made. This document could be used as a basis for discussing and planning other regional or global networks.
1. Introduction

The GTS has evolved from a set of point-to-point links organised into regional networks also interconnected by point-to-point links. Some of these interconnections were designated the Main Trunk Network (MTN). 

In RA-VI, the links have been largely replaced by an outsourced managed network, from Orange Business Services, called the RMDCN (also known informally as Cloud II). This was a Frame Relay network of Permanent Virtual Circuits (PVCs), but since June 2007 it has used the MPLS protocol which allows any-to-any connections. The new network is less expensive, higher performance and more resilient than the previous network, but does not guarantee bandwidth to a given point-to-point link.
Some of the MTN links have been replaced by a small Frame Relay network, the Improved MTN (IMTN), also known informally as Cloud I.
In other areas there is widespread use of satellite broadcast technologies and limited use of the Internet.
2. Assumptions

These assumptions may need to be challenged.

The 6 WMO Regional Associations continue as useful and meaningful political structures: to provide a focus for regional interests; to minimise travel costs. Also, the boundaries remain largely unchanged.

IGDDS continues as a separate entity, run by the satellite organisations.
The organisations, currently 3 WMCs and 15 RTHs, involved in the Main Telecommunications Network, part of the Global Telecommunications System, remain largely unchanged. This assumption is likely to be challenged by the move to the future WIS. It is envisaged in WIS that other organisations, DCPCs, will also play a role, suggesting that a hierarchical arrangement may be needed, perhaps with one ‘cloud’ for the WMCs and RTHs (or GISCs and some DCPCs), and another for NHMSs (or NC and other DCPCs). This could become the next ‘MTN’.
3. Themes and Technical Issues
3.1. Technology

There are lots of possibilities and areas for investigation, some of which are tactical and others strategic. It is suggested that detailed technical papers are produced. The papers would need simple technology overviews. The strategic aspects would require input from consultants and vendors’ strategic white papers, such as Gartner and Cisco. The tactical aspects would be within the remit of what used to be the CBS Expert Team on Data-Communication Systems and Techniques.
Examples include:

IPv6: migration of network, gateway, internal networks, with or without IPSEC;
Load Balancing;
MPLS, Frame Relay, other protocols;
1/10/100Gbs-1: internal backbone networks to 10Gb/s in 2013, tails 1Gb/s;
VLAN: convergence with VPN and improved Quality of Service;
Gateway technology, such as IETF NNI (Network to Network Interface) from MPLS.
3.2. Capacity/Cost
Balancing peak traffic and timeliness is an issue;
Costs are market driven, so prices tend to stay same, capability goes up, but not necessarily predictably. A planning assumption could be cost of bandwidth going down by 20% per year.
3.3. Resilience/Security:

Authentication & authorisation services standard in SOA, implement 2013?

Partitioning of large networks to protect against disruption. E.g. Maintain separation between MTN and other traffic; between the Internet and other networks.
3.4. Organisation

Proposals for Virtual Organisations as discussed and decided for WIS;
Contractual arrangements and use of vendors such as Virtual Network Organisations.
4. Global Options

These options are what might be considered starting with a ‘blank sheet of paper’. They are also potential long term objectives. Some points for and against these options are presented in Annex 1. The options are summarised below, in a polarised form to stimulate discussion.

If more confidence is required in these assessments, it is suggested that the table is augmented with: likely owners and stakeholders, implementation timescales, costs, technology lifetimes, potential growth capacity and exit routes by appropriate experts.

Most of these options assume ‘flat’ networks, connecting all NHMSs more or less equally as peers.

4.1. Revert to point to point links: rejected as retrogressive and expensive.
4.2. One Managed Network for whole world: rejected as currently probably not feasible, but Virtual Network Operators may be possible.
4.3. Two Managed Networks for whole world, with separated infrastructure and hot-failover: rejected as currently probably not feasible.
4.4. Two or more regional clouds: preferred option.
4.5. Use VPN over Internet: possible partial solution.
4.6. Satellite broadcasts/use of IGDDS: possible partial solution, for some requirements.

4.7. Two tier network (e.g. High Performance Managed Network for GISCs + other networks): this seems a likely option.

5. IMTN options

These options are not necessarily mutually exclusive. They could be in combination.
5.1. Continue as is. Keep number of members the same. 
Pro: allows time to align with WIS initiatives and plan bigger changes.

Con: May delay migration to WIS; could be perceived by other RTHs as a two tier system.
5.2. Add more MTN RTHs
Algeria, Argentina, Brazil, Egypt, Kenya, Senegal.

Pro: Perceived as a positive move towards WIS; may increase data access.
Con: Cost of joining may outweigh technical benefits.
5.3 Add other, non-MTN, RTHs
Adding members from adjacent RAs has the advantage of ‘glueing’ adjacent ‘clouds’ together. This may be slightly different from the traditional RTH role of being the centre of a set of spoke-like links.

RTHs not on the IMTN: 

Austria, Bulgaria, Chad, Congo, Czech Republic, Iran, Italy, New Zealand, South Africa, Sweden, Thailand, Uzbekistan, Venezuela, Zambia

Pro: Perceived as a positive move towards WIS; may increase data access.
Con: Cost of joining may outweigh technical benefits; may be politically difficult for some countries; network may become unmanageable; may prevent a more radical approach needed for WIS.
5.4 Add non-RTHs to MTN
This is really the development of a regional GTS network, like RMDCN
Pro: Perceived as a positive move towards WIS; may increase data access.
Con: Cost of joining may outweigh technical benefits; may be politically difficult for some countries; network may become unmanageable; no obvious focal point like ECMWF for RMDCN; piecemeal approach may not succeed.

6. Regional (Cloud I) options

6.1. No change to RAs III & IV 
Pro: allows time to align with WIS initiatives and plan bigger changes.

Con: May be more expensive; may delay migration to WIS; GTS could be perceived as a two tier system.
6.2. Establish an RMDCN like network

Pro : Cost savings, flexibility, perceived as a positive move towards WIS; may increase data access. 

Con: Cost of joining may outweigh technical benefits; may be politically difficult for some countries; network may become unmanageable; no obvious focal point like ECMWF for RMDCN.

6.3. Establish two or more RMDCN like networks
Pro : Cost savings, flexibility, perceived as a positive move towards WIS; may increase data access. 

Con: Cost of joining may outweigh technical benefits; may be politically difficult for some countries; network gateways needed; no obvious focal points like ECMWF for RMDCN.

7. Regional (Cloud II) options, more strategic, possibly for next, follow-on contract

These options are not necessarily mutually exclusive. They could be in combination. There is a working group being established to report next year to the RMDCN Operating Committee on future options. These are included here because of the interaction of some of them with the global options. They are also applicable to any rother regional network that is established.
7.1. Change supplier with ITT in 2010. Contenders with demonstrated global reach: OBS (formerly Equant/SITA), Cable & Wireless, Verizon (formerly MCI World), AT&T. 

Also there are companies that have regional capabilities, such as: British Telecom, Mercury Communications Ltd, Sprint, Colt, Global Crossing
A further consideration are the ‘telecommunication aggregators’, or Virtual Network Operators, companies who construct global managed networks from the above suppliers. Examples are Vanco and Akamai.

Pro: Off loads decisions to the market; keep costs under control.

Con: Exit route may not be clear; cost of migration may outweigh any benefit.
7.2. Migrate to IPv6

Pro: Simpler addressing; more secure; default in Microsoft Windows Vista; needed when using VOIP; some experience of use in the Far East.

Con: Learning curve; main experience is in PTTs and with SIP; all necessary protocols/pieces may not be in place.
7.3. Increase RMDCN members drastically. E.g. double numbers. 
This needs to be considered in the context of global strategic initiatives. Criteria will be needed for who and why. For example, should a neighbouring RA be included?
Pro: Moves towards global system;

Con: Network may become unmanageable.

7.4. Partition into sub-regional networks.

As the RMDCN expands, partition it into two or more networks for resilience and contractual and technical manageability. 

Pro: Restrict any security problems; keeps networks manageable; possibly reduces costs;

Con: Network of networks may become unmanageable; gateways needed; more contractual management effort.

7.5. Change to a two tier structure
Separate out RTHs (or GISCs and DCPCs in WIS terminology) into a specialised, higher performance network. 

Pro: Restrict any security problems; keeps networks manageable; possibly reduces costs;

Con: Network of networks may become unmanageable; gateways needed; more contractual management effort.

7.6. Change WMO structure 
This will be on a long timescale. Changes could involve Areas of Responsibility, Regional Associations.

Pro: Political structures reflect technical reality, reflects push to WIS.

Con: Long timescales, politically unacceptable.
8. Regional (Cloud II) options, based on status quo and current contract
These options are not necessarily mutually exclusive. They could be in combination. There is a working group being established to report next year to the RMDCN Operating Committee on future options. These are included here because of the interaction of some of them with the global options.
8.1 Replace ISDN backup by Internet VPN connection via ECMWF

Pro: improved resilience for non MCS sites

Con: MCS site may be cost effective
It is suggested that clear guidance be given on which back-up options (Enhanced: ISDN and warm standby router; Extra Enhanced: two separate access lines and one router; Mission Critical System: two separate access lines to two separate routers) are appropriate. A suggestion is that RTHs are required to have MCS, because of the timeliness of implementing the backup in the event of an incident.
8.2. Continue as is. Keep number of members more or less same. 
Pro: Having mainly EU members may have advantages in terms of politics and possible funding; allows focus on more pressing issues; avoids issue of network becoming to big.
Con: May delay migration to WIS; could be perceived as two tier system.
8.3. Add few more members from RAVI as and when required.
The current 13 members of RA VI that are not directly connected to RMDCN are:
Albania, Armenia, Azerbaijan, Belarus, Syrian Arab Republic, Ukraine.
Bosnia and Herzegovina, Cyprus, Georgia, Israel, Kazakhstan, Malta, Monaco, Montenegro, Republic of Moldova, 
Pro: Simplifies things, including documentation, processes and procedures; should improve data flow.
Con: Cost of joining may outweigh technical benefits; may be politically difficult for some countries; network may become unmanageable.
8.4. Add few more members from outside RA: 
Adding members from adjacent RAs has the advantage of ‘glueing’ adjacent ‘clouds’ together. This may be slightly different from the traditional RTH role of being the centre of a set of spoke-like links. The members may or may not be existing RTHs.
The existing 5 member of RMDCN that are not members of RA VI are:

China, India, Japan, Saudi Arabia, United Arab Emirates. (RTHs underlined)
Countries that could be considered as bordering RA VI include: 

Algeria, Canada, Egypt, Iraq, Iran, Libya, Morocco, Tunisia, Turkmenistan, USA.
Pro: There may be support from EU; extends to scope to possibly fit global strategic initiatives.
Con: Cost of joining may outweigh technical benefits; may be politically difficult for some countries; network may become unmanageable.
9. Glossary

	DCPC
	Data Collection or Product Centre – a component of WIS

	ECMWF
	European Centre for Medium Range Weather Forecasts

	EU
	European Union

	EUMETSAT
	European Meteorological Satellite Organisation

	GISC
	Global Information system Centre – a component of WIS

	GTS
	Global Telecommunications System. See: http://www.wmo.int/pages/prog/www/TEM/gts.html

	IGDDS
	Integrated Global Data Dissemination System. See: http://www.wmo.int/pages/prog/www/ISS/ICG-WIS-III/IGDDS-Note1_v1.doc

	IP
	Internet Protocol – a network layer protocol in the Internet Protocol suite. 

	
	Version 4 is ubiquitous; Version 6 is starting to be used.

	IPSEC
	A suite of protocols for securing Internet Protocol (IP) communications

	ISDN
	Integrated Digital Services Network

	ITT
	Invitation To Tender

	MCS
	Mission Critical System – an OBS RMDCN access option

	MPLS
	Multi-Protocol Label Switching, an IP based protocol

	MTN
	Main Telecommunications Network

	NC
	National Centre – a component of WIS

	NHMS
	National Hydro-Meteorological Service

	OBS
	Orange Business Services

	PTT
	Public Telephone & Telegraph provider

	QoS
	Quality of Service

	RA
	Regional Association

	RTH
	Regional Telecommunications Hub

	RMDCN
	Regional Meteorological Data Communications Networks

	SIP
	Session Initiation Protocol - application-layer control protocol for creating, modifying, and terminating sessions

	SOA
	Service Orientated Architecture

	VLAN
	Virtual Local Area Network

	VOIP
	Voice Over IP

	VPC
	Virtual Permanent Circuit

	VPN
	Virtual Permanent Network

	WIS
	WMO Information System, formerly known as Future WIS: FWIS

	WMC
	World Meteorological Centre

	WMO
	World Meteorological Organisation


 Annexe 1: Global Options with Pros and Cons
	Pro
	Con

	4.1. Back to point to point links

	Fully distributed, so resilient
	Too expensive

	Well understood
	Too complicated

	
	Too slow to change

	
	Not a managed system

	4.2. One Managed Network for whole world

	Simple idea
	Costs not clear

	Easier monitoring
	No one vendor can do all (but VNOs?)

	Easier Capacity Planning and management
	Contracts too complicated

	Everyone at same technical level
	Any to any flows too complex to manage

	Managed or controlled evolution
	Single failure risk (e.g. infection)

	Single point of control
	Single point of control

	Day shift management possible (“follow the sun”)
	Migration to & from new network difficult

	
	May not address specific regional needs

	4.3. Two Managed Networks for whole world, with separate infrastructure and hot-failover

	Highly resilient
	No two vendors can do all (VNOs?)

	Phased migrations over time possible
	Even more expensive

	Two point of control
	Contracts too complicated

	
	Any to any flows too complex to manage

	
	May not address specific regional needs

	4.4. Two or more regional clouds

	Regional differences feasible
	More complex. E.g. gateways needed

	Within vendor capabilities
	Complexity increases with number of clouds

	Limits disruption
	More contracts 

	Independent and parallel migration possible
	More management overheads. E.g co-ordination

	Different technical levels possible
	

	Different or same rates of evolution possible
	

	4.5. Use VPN over Internet

	Easy to implement
	No Quality of Service yet possible

	Relatively cheap
	Timeliness not guaranteed (e.g. warnings)

	High bandwidth often readily available
	Prone to Denial of Service attacks

	Fully distributed, so resilient
	Not secure

	
	May be forbidden for some NHMSs

	4.6. Satellite broadcasts/use of IGDDS

	Broadcast : high volume, wide dissemination
	Broadcast only

	Cost effective for one way
	Two way more expensive

	4.7. Two tier network (e.g. High Performance Managed Network + other networks)

	Better fit to requirements and costs
	More complex. E.g. gateways needed

	Regional clouds or internet still possible
	Complexity increases with number of clouds

	
	More contracts 

	
	More management overheads. E.g co-ordination


