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	Summary and Purpose of Document

This document introduces the current status of implementation and operation of GTS link and system at RTH Beijing.



1. Current status of GTS circuits at RTH Beijing
	Link to
	Circuit type
	Speed
	Protocol
	Exchanged data
	Remarks

	Offenbach
	MPLS VPN

(OBS services)
	Port speed

Beijing: 2M

Offenbach: 2M

Tokyo: 1M

Moscow: 512K

New Delhi:128K

EUMETSAT: 2M
	FTP
	A/N, binary, fax
	1. Beijing-Offenbach link has backup connection via Internet
2. Link to Offenbach, Tokyo, Moscow, New Delhi were upgraded from FR VPN to MPLS VPN in July, 2007.

3. Beijing-EUMETSAT link was established in July, 2007.

	Tokyo
	
	
	TCP sockets

FTP
	Message: A/N, binary, fax
File: satellite data
	

	Moscow
	
	
	FTP
	A/N, binary, fax
	

	New Delhi
	
	
	FTP
	A/N
	

	EUMETSAT
	
	
	FTP
	File；satellite
	

	Bangkok
	Leased line
	9.6Kbps
	X.25
	A/N
	Upgrade issue being discussed

	Seoul
	Frame Relay
	32/32kbps
	TCP sockets, FTP
	Message: A/N, binary

File: CMA products
	

	Pyongyang
	Leased line
	64kbps
	FTP
	A/N, binary, fax
	Upgraded from 75Baud ASYNC link to the current link in April 2007

	Ulan Bator
	Leased line
	14.4Kbps
	FTP
	A/N, binary
	Upgraded from 75Baud ASYNC link to the current link in February 2005.

	Hanoi
	Leased line
	75 Baud
	ASYNC
	A/N
	Upgrade issue being discussed


Besides the GTS connections, RTH Beijing also has two internet connections to Australia and Kazakhstan for exchanging GTS data routinely.

2. GTS system at RTH Beijing
RTH Beijing’s GTS system consists of two parts, one is the front end system which is a duplicated system consisting of two HP UNIX servers and responsible for exchange data via the connected GTS links. And, the other is the back end system, which is also a duplicated system consisting of two IBM UNIX servers, and the back end system is responsible for controlling the data flow and exchanging the data with the other internal system, for example database. 

The Internet server is located in the DMZ of CMA’s internet system, and used for exchanging data with foreign centers over Internet. Only registered IP addresses and application are allowed to access it.
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3. CMA’s PCVSAT system

The current PCVSAT broadcasting system has started operation since 1998. It totally has a 2M broadcasting rate and supports 256 logical channels. The statistics based multiplexing is adopted. The typical channel rate is 64Kbps. At present, it has one hub station and about 2500 receiving station installed in China and some neighboring NMCs, including Pyongyang, Ulan Bator, Hanoi, Yangon, Dhaka. The data available over PCVSAT broadcast includes GTS data, CMA’s NWP products and CMA’s FY satellite data.
The PCVSAT system is being replaced by the DVB-S system which is CMA’s new broadcasting system. The new DVB-S system started working in parallel with the PCVSAT system since April, 2006. Its services are also transmitted over the Ku-band transponder of AsiaSat II. And, currently, the new system has one hub station and about 350 receiving stations which cover all provincial centers and city level centers, and is being extended the DVB-S services to all the PCVSAT remotes gradually. The total broadcasting rate for the new system is 8Mbps at present.
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