PROPOSAL FOR FWIS/SCD PILOT COLLABORATION

Luca Cinquini (luca@ucar.edu)

Scientific Computing Division, National Center for Atmospheric Research

Version 1.2, September 2004

Abstract

This document describes a proposal for SCD-led NCAR participation to the GISC 
prototype being developed by FWIS, as well as a draft high-level plan for future integration of NCAR within the FWIS global infrastructure.

1. Description of NCAR participation to GISC prototype

1.1 Introduction

A prototype GISC is currently being developed as a proof of concept for the global cyberinfrastructure advocated by FWIS, and is expected to be operational by February 2005. This GISC will support advanced data queries based on WMO Core Metadata, and ultimately redirect users to the DCPC where the data is stored and made available. We propose in this document to establish NCAR, under SCD leadership, as a DCPC contributing a limited number of selected datasets to the GISC prototype. 

1.2 Contributed datasets

Three high profile datasets managed by or produced at NCAR will initially be made available to data searches initiated at the prototype GISC portal:

· NCEP Reanalysis Data: this dataset (the most requested among those managed by SCD/DSS) contains products from the NCEP/NCAR Reanalysis Project [1]. A small subset of the data will be stored online and made available for immediate download through the CDP [4]. All of the data is kept on the NCAR MSS and will be made available through the standard DSS request system.

· CCSM 3.0: output from the Community Climate System Model version 3.0 [2] (developed by NCAR/CGD) is currently distributed through the Earth System Grid portal [5]. A few selected runs that are publicly available will be contributed to the GISC.

· ERA-40: the ECMWF Re-Analysis is a global atmospheric analysis of many conventional observations and satellite data streams for the period Sept 1957- Aug 2002. There are numerous data products that are separated into dataset series based on resolution, vertical coordinate reference, and likely research applications [2]. This dataset is also managed by SCD/DSS and stored partly online, fully on the MSS.

1.3 Metadata interoperability

NCAR data cataloguing and search and discovery infrastructure (as supported by the CDP) is based upon the THREDDS schema, that provides both a hierarchical organization of the data, and allows referencing or embedding of collection level descriptive metadata. In order to be ingested into the GISC database, THREDDS records for the selected datasets need to be converted to WMO Core Metadata, either manually (initially) or automatically (later) by processing through an XSLT-based application. Preliminary analysis indicates that this conversion is indeed possible, i.e. a THREDDS catalog contains all the necessary metadata to generate a corresponding WMO Core Metadata catalog. The NCAR WMO Core Metadata catalogs will initially be supplied to the GISC by one-time email delivery. Later on, an automatic delivery mechanism must be developed (see later in the document).

1.4 Access control

The three datasets made available by NCAR to the GISC prototype are subject to different access control policies, as stated below:

· NCEP Reanalysis Data: this dataset is completely open to the general public. No authentication is required, but download metrics must be recorded.

· CCSM Data (selected runs); this data is also publicly available, but it requires prior registration with the ESG web portal so that CCSM data managers may keep track of user identity. Once a prospective user has successfully registered, he/she can download the data from the portal by encrypted username/password authentication.

· ERA 40 Data: this data may be distributed to US scientists, scientists visiting US organizations, and Canadian scientists affiliated with UCAR member organizations only. This data must not be used for commercial purposes. Before granting access to the data, DSS requires users to sign (physically or digitally) a permission form, after which the data is made available to them by authentication to the DSS FTP server.

It is understood that the GISC prototype will initially not enforce any authentication or authorization on its end, but simply delegate this responsibility to the DCPC directly serving the data. The GISC search interface will be available for use by the general public, and as part of the search results any access control policy on the specific dataset will be clearly exposed to the user.

2. Prototype Use Case

The following Use Case describes the workflow of a typical search for NCAR datasets initiated at the GISC.

Goal: the user downloads (potentially restricted) NCAR data through a search initiated at the prototype GISC portal

Primary Actor: generic user (i.e. any person who has access to a web browser and is interested in geophysical data)

Secondary Actors: GISC portal, CDP portal, ESG portal, DSS web site

Precondition: NCAR selected datasets have been published to the GISC metadata database as WMO Core Metadata records

Main Success Scenario:

a. A generic user connects to the search interface of the GISC portal and formulates a data query

b. The GISC portal returns a listing of results to the user, one per dataset matching the query. Each result contains a link to a URL where the data is made available.

c. The user is able to view detailed metadata for each query result, including possible access and use restrictions on the data

d. The user stores the results of interest in a personal cart that is persisted in a user preferences database, for later retrieval.

First Case: NCEP dataset
e. By viewing the metadata, the user learns that the NCEP dataset is publicly available with no authentication or authorization required

f. The user clicks on the provided link and is redirected to the CDP portal, specifically to the web page displaying the THREDDS top level catalog for the NCEP data

g. The user browses the hierarchy of NCEP catalogs and reads the associated metadata, until it identifies data of interest that is stored online or is available through other services provided by the DSS and CDP
h. For online data the user simply clicks on the provided links to download one or more files to his/her private machine
i. The CDP portal keeps track of user activity: number of files downloaded, size of each file, time, client browser IP address (the user identity is not known and therefore not stored)

Second case: CCSM dataset

e. By viewing the metadata, the user learns that the CCSM dataset is available for download by previously registering with the ESG web portal. A registration URL is provided.

f. The user registers at the ESG web portal (the details of the registration process are not described here, but this is a process that requires approval by an ESG administrator and typically takes from a few hours to a couple of days).

g. After receiving notification of a successful registration, the user connects again to the GISC portal and retrieves the dataset references (results of the previous search) from his/her personal cart.

h. The user clicks on the provided link and is redirected to the ESG portal

i. The ESG portal intercepts the user request for a dataset that requires authentication, and redirects the user to the ESG login page

j. The user successfully authenticates with the ESG portal and gains access to the web page displaying the THREDDS catalog for the CCSM dataset

j. The user browses the hierarchy of nested CCSM datasets and finally identifies the files of interest, which are stored online.

k. The user simply clicks on the provided links to download one or more files to his/her private machine

l. The ESG portal keeps track of user activity, including user identity

Third case: ERA-40 dataset
e. By viewing the metadata, the user learns that the ERA-40 dataset is available only to NCAR scientists and collaborators, and is not intended for commercial use. The URL of a data request form on the DSS web site is provided.

f. Assuming that the user is indeed entitled to access the data, he/she connects to the DSS web site, fills and submits the data request form.

g. The data request form is processed by DSS staff, and FTP download instructions are sent to the user (including a username/password for authentication).

h. The user downloads data to his/her personal machine by connecting to the DSS FTP server with an FTP client

i. The DSS FTP server keeps track of user activity, including user identity.

3. Possible future development

3.1 Long term goals

FWIS has an overarching vision of a global network of federated data centers whose interoperability is based on the common acceptance of standard protocols and schemas. This approach fits perfectly with the long-term goals of existing NCAR/SCD projects like CDP and ESG. 

There are two possible levels (of increasing commitment) to which NCAR (though SCD-led efforts) may become an integral, permanent part of the FWIS infrastructure:

· Level 1: NCAR as a DCPC. In this role, NCAR would act as a data collection and archiving center for its many scientific programs (modeling, observational, etc) and those of collaborating institutions. Descriptive metadata (encoded in the WMO schema) would systematically be published to the responsible GISC. NCAR would support access to its data holdings both for request/reply mechanism (“pull”), and for routine dissemination of specific datasets to interested parties (“push”).

· Level 2: NCAR as a GISC. In this role, NCAR would take on additional responsibilities like maintaining a complete local copy of the full WMO metadata database by systematic exchange with all the other GISCs, and support the FWIS standard services for generic and specialized queries on the metadata holdings. Additionally, NCAR could become the GISC responsible for world-wide collection and dissemination of data in specific areas of competence (climate modeling, space weather, wildfires, biogenic emissions, etc), including data curation, quality checking, reformatting and packaging into standard data products.

It needs to be pointed out that various SCD sections could play perfectly complementary roles in this evolutionary process: DSS for curation, processing and description of data products, HPS for data archiving, and VETS for data distribution and access, as well as higher level data services.

3.2 Technical issues

The following technical issues need to be addressed in order to achieve a reliable and scalable integration of NCAR as a DCPC contributing to the FWIS infrastructure (level 1 goal stated above):

· Metadata generation: development of software for automatic generation and update of local WMO Core Metadata catalogs from THREDDS catalogs and metadata

· Metadata harvesting: establish an infrastructure for automatic publishing of NCAR WMO Core Metadata catalogs to the responsible GISC. Possible solutions include:

· Modifying the OAI (Open Archive Initiative) client/server software to exchange WMO Core Metadata records

· Developing a new client/server infrastructure based on the Grid Services registration/notification mechanism to trigger “pull” requests of metadata records from the DCPC to the GISC

· Authentication and Authorization: establish a model for seamless registration, authentication and authorization across the various centers composing the global FWIS infrastructure (NC, DCPC, GISC). This might be achieved by the Grid “single sign on” mechanism, according to which authentication at a GISC (for example) results is a user digital proxy that is transmitted and trusted by a DCPC. Authorization information (that has been previously shared between mutual trusting centers) may also be embedded in the proxy. A flexible metadata model needs to be developed or adopted to encode the authorization statements.

· Data request schema: define a schema for expressing data requests in the form of XML documents that may be transmitted from one center to another. This would allow a data request to be expressed by a user at a GISC (as a result of a search, for example), and processed at the appropriate DCPC.

· Data access protocols: compose a list of data access protocols that (depending on the format of the data) might be used to serve data “pull” requests from the DCPC to the user. Possible candidate protocols include FTP, HTTP, OPeNDAP, and GridFTP.
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6. List of Acronyms

CDP: Community Data Portal

CGD: Climate and Global Dynamics division

DCPC: Data Collection or Production Center

DSS: Data Support Section

ESG: Earth System Grid

FWIS: Future WMO Information Systems

GISC: Global Information System Center

HPS: High Performance Systems section

MSS: Mass Storage System

NCAR: National Center for Atmospheric Research

UCAR: University Corporation for Atmospheric Research

SCD: Scientific Computing Division

VETS: Visualization and Enabling Technologies Section

WMO: World Meteorological Organization

�Recommend expanding “GISC” and “DCPC” in early part of document.





