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1.  Introduction

In 1998, it became apparent that the various World Meteorological Organisation (WMO) Programmes either had already or were in the process of developing their own information systems independently of each other. Since the multiplicity of systems resulted in incompatibilities, inefficiencies, duplication of effort and higher overall costs for Members, the continued development of the systems in this uncoordinated manner would have exacerbated these problems and would have further isolated the WMO Programmes from each other and from the wider environmental community.  It would have increased the difficulty in sharing information between programmes, which was essential for them to fulfil their requirements. Therefore, the WMO confirmed that an overarching approach was required: a single co-ordinated global infrastructure, the Future WMO Information System (FWIS). 

Similarly, other scientific communities faced the same dilemma and came up with similar, unrelated proposals. E.g. before 2002,  “ the [U.S.] Congress directed the U.S. marine science communities to come together to plan, design, and implement a sustained Integrated Ocean Observing System (IOOS). IOOS is envisioned as a network of regional, national, and global systems that rapidly and systematically acquires and disseminates data and data products to serve the critical and expanding needs of environmental protection, public health, industry, education, research, and recreation. IOOS will also be the U.S. contribution to the international Global Ocean Observing System (GOOS).

A coherent strategy that can integrate marine data streams across disciplines, institutions, time scales, and geographic regions will be central to the success of IOOS and other regional, national, and international ocean and coastal observing systems. The system that must be developed, while challenging, is within the scope of current information technology. It can be developed by building upon existing capabilities through relatively straightforward software engineering. The greatest challenge to enhancing marine data integration is one of co-ordination and co-operation among members of the IOOS network and the user communities. ” (see [1]).

It is the belief of the authors that the different projects undertaken at present by different user communities should at least be interoperable and allow the users a common interface to all environmental data available world-wide. Therefore, the current paper looks at some projects in more detail and proposes future actions to reach this ambitious goal. 

2.  Future WMO Information System (FWIS)

FWIS is intended to serve all relevant WMO programmes.  It would bring savings to the meteorological/hydrological community as a whole and increase the efficiency of their operations

· FWIS would be used for the collection and sharing of information for all WMO and related international programmes.

· FWIS would provide a flexible and extensible structure that would allow the participating centres to enhance their capabilities as their national and international responsibilities grew.

· Implementation of FWIS should build upon the most successful components of existing WMO information systems in an evolutionary process. 

· FWIS development should pay special attention to a smooth and coordinated transition. 

· The basis for the core communication network would be the present communication links used within the World Weather Watch (WWW) for the high priority real-time data.

· FWIS should utilise international industry standards for protocols, hardware and software.

Reviewing the requirements of the different WMO programmes, the following needs were highlighted:

A widely available and electronic (on-line) catalogue of all meteorological and related data for exchange to support WMO Programmes is required.

· It should be possible to rapidly integrate real-time and non-real-time (archive) data sets to better interpret weather events in a climatological context.

· There is a need to identify and utilise the potential of data from observation sites established by one Programme to meet the requirements of other Programmes.

· There is a need to harmonise data formats, transmission standards, archiving and distribution mechanisms to better support inter-disciplinary use of data and products.

· Standard practices for the collection, electronic archival and exchange of metadata, both high-level and detailed, especially for stations and instruments, are needed.
In more technical detail, FWIS should provide an integrated approach to meeting the requirements of:

· Routine collection and automated dissemination of observed data and products (“push”);

· Timely delivery of data and products (appropriate to requirements);

· Ad-hoc requests for data and products (“pull”).

FWIS should also support:

· Different user groups and access policies, such as WMO Resolutions 40/25

· Data as well as network security

· Integration of diverse datasets

Taking into account that information systems technology is evolving rapidly, FWIS should utilise industry standards for protocols, hardware and software.  Use of these standards will reduce costs and allow exploitation of modern communication services, including the ubiquitous Internet and web services. The ultimate implementation of FWIS will build upon the most successful components of existing WMO information systems.  It will continue to rely upon the WMO communication system (initially the GTS) to provide highly reliable delivery of time-critical data and products. However, the following new features will be added:

· Common to all WMO programmes, therefore supporting variety of data types

· Supporting real and non-real time data sets

· Supporting routine dissemination as well as request/reply mechanisms for all data and products

· Supporting various communication protocols for data transmission matching exchange requirements, from email and GTS procedures  to emerging Internet standards like Web- and Grid-Services

· Using different types of communication links as available, appropriate and cost effective, including dedicated links and networks, e.g. GTS, satellites and Internet

· Using off-the-shelf hardware and software systems, preferably open source software.

To better describe FWIS, a functional view is adopted. Three major components are defined: National Centres (NC), Data Collection or Product Centres (DCPC) and Global Information System Centres (GISC) together with a data communication network connecting the components. It should be noted that the terms are only used for describing the necessary functions, not actual organisational entities. More details can be found in [2].

3.  Overview of American projects in the area of FWIS

There are a number of projects currently undertaken or planned within the U.S. scientific environmental community, in particular,  which share goals with FWIS and in some cases technologies. In the following, three projects will be highlighted because they have come to the attention of the authors and reflect high levels of commonality with FWIS.

3.1 Earth System Grid

The Earth System Grid II (ESG) is a research project (see [3]) sponsored by the U.S. DOE Office of Science under the auspices of the Scientific Discovery through Advanced Computing program (SciDAC). The primary goal of ESG is to address the challenges associated with enabling analysis of and knowledge development from global Earth System models. Through a combination of Grid technologies and emerging community technology, distributed federations of supercomputers and large-scale data and analysis servers will provide a seamless environment that enables the next generation of climate research.
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Fig. 1: ESG distributed data access
The functional structure of ESG is represented by the following diagram (( NCAR):
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Fig. 2: ESG functional structure

3.2 Community data portal 

The Community Data Portal (CDP) is a collection of earth science datasets from NCAR, UCAR, UOP, and participating organizations in the following research areas:

• oceanic 

• atmospheric 

• space weather

• turbulence.

CDP is an NCAR Cyberinfrastructure Strategic Initiative project and is a collaboration between UCAR, NCAR, UOP, and the US National Science Foundation (see [4]). Its  general architecture is depicted as follows (all pictures ( NCAR): 
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 Fig. 3: CDP general architecture

In more detail, the architecture looks like: 
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Fig. 4: CDP architecture

The metadata is stored as a THREDDS catalogue (see [5]) as follows:
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Fig. 5: Metadata structure

The relationship with other external data sources is depicted in the following diagram which shows the use of the Open Archives Initiative Protocol for Metadata Harvesting (OAI) (see [6]):
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Fig. 6: CDP interface to partner data centres

3.3 DMAC 

The Data Management and Communications Subsystem of IOOS is called DMAC. 

According to [1], DMAC is described as follows:

“ The DMAC Subsystem will include a data and communications infrastructure that consists of standards, protocols, facilities, software, and supporting hardware systems. DMAC will support:

 (1) IOOS-wide descriptions of data sets (Metadata); 

 (2) the ability to search for and find data sets, products, and data manipulation capabilities of interest (Data Discovery); 

(3) the ability to access measurements and data products from computer applications across the  Internet (Data Transport);

(4) the ability to quickly evaluate the character of the data through common Web browsers (Online Browse); and 

(5) secure, long-term data storage (Data Archive).
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Fig. 7: IOOS Data Communications

DMAC Metadata will be based upon Federal Geographic Data Committee (FGDC) standards.

Discipline-specific FGDC profiles will be developed, adopted, and/or harmonized by interdisciplinary working groups drawn from the marine data community. DMAC Data discovery capabilities will complement and extend the publicly accessible search capabilities that are available today through Web search engines such as Google®. The Data Discovery architecture will be determined by a working group that includes representatives from existing metadata management facilities and other metadata experts.

DMAC Data Transport will be built upon a suite of “web services.” A web service is a standardized protocol encoded in eXtensible Markup Language (XML) and transported by the Hyper Text Transfer Protocol (HTTP—the “Web”), through which one computer can request data and/or computations from another. The web services approach has been selected because it has only minimal impacts on the data management choices made by contributors of IOOS data, and is broadly adaptable to existing and new (client) applications. DMAC web services will connect data management systems operated independently by Regional Associations, state and Federal government entities, academic projects, commercial and international partners, and within other disciplines.

The DMAC Plan designates the OPeNDAP data access protocol, the web service that underlies the National Virtual Ocean Data System (NVODS), as an initial “operational” component for transport of gridded data; and as a “pilot”  component for the delivery of non-gridded data. OPeNDAP is a discipline-neutral transport protocol that conveys data, metadata, and structure without regard to the scientific interpretation of the data. A community-based, interdisciplinary working group will be convened to develop a consistent, geospatial semantic data model that will allow the scientific meaning of the data to be fully captured.

Effective management of IOOS requires a basic browsing and visualization capability that extends across the full breadth of IOOS data. The browsing capability will provide geo- and time-referenced graphics and readable tables suitable for the evaluation of IOOS data through standard Web browsers. The On-line Browse capability of DMAC will use the Data Transport web services for access to IOOS data. The DMAC Plan designates the Live Access Server (LAS), which provides browsing capabilities with NVODS, as an initial “pre-operational” component for On-line Browse.

The Data Archive component of DMAC will be assembled from existing and new marine data archive facilities. To be recognized as an official partner in IOOS Data Archive, these facilities must each enter into formal agreements stipulating that they will perform archive and access functions using DMAC standards and protocols and conform to IOOS Data Policy. A community-based  interdisciplinary working group of archive specialists and advisors will initiate an orderly strategy to determine DMAC Data Archive policies and procedures, and to ensure that designated archive facilities exist for all IOOS data. ”
4.  Possible consequences for FWIS

Since, as stated above, the FWIS project should aim to co-operate with the U.S. activities outlined, a number of issues has to be considered. The highest priority has to be the ability to share data which is being stored by the various organisations. To achieve this, compatible metadata schemata have to be agreed by the different implementers of the information systems and ways have to be found to ease the access to the data.

4.1 Metadata presentation

FWIS will be based on the WMO Core metadata standard (see [7]). The U.S. projects favour either THREDDS [5] or the FGDC standards. All approaches are in the process of aligning themselves with the relevant ISO standards and should therefore be compatible in the longer term. Initial studies show that THREDDS information can be expressed in the  WMO Core metadata standard already (see [8]).  

4.2 Update of metadata

The problem of how to update metadata information held by FWIS has not been resolved yet. In view of the intended use of OAI by the CDP project, this protocol could be evaluated for possible use by FWIS. Otherwise, Grid services for metadata harvesting could be developed. 

4.3 Formats

Some data formats, e.g. GRIB, are already in common use. However, netCDF [9] which is quite popular within the U.S. research community, lacks formal WMO support so far. Possibly, netCDF should be considered as a data file format to be supported by the FWIS DCPC’s in future.

4.4 Support of data transport protocols

FWIS will support all defined WMO transport protocols. Since the U.S. communities are currently employing IDD for their real-time data dissemination, maybe FWIS should also offer this data distribution system as an option.

4.5  Support of data access  protocols

The major deficiency in the support of data access protocols by FWIS is the lack of OpeNDAP [10]. Again, this data access should be considered to be supported by the FWIS DCPC’s in future

4.6 Authorisation and authentication

The issue of the rights to access certain data sets is very complex and varies from country to country and from organisation to organisation. To come up with a commonly agreed set of credentials for accessing data on a global scale, seems not to be feasible, instead a method of passing known credentials between participating organisations looks more promising. Of course, it pre-supposes a secure way of verifying the identity of the user and to pass on this information in a secure manner. A list of credentials which would satisfy most participating organisations in FWIS needs to be established in due course and form the basis for the authorisation mechanisms foreseen within FWIS.

4.7 Grid support

At present, there are no decisions within FWIS of how to support emerging Grid services. Therefore, projects like ESG and the new EU project SIMDAT need to co-operate in agreeing on common mechanisms to exploit Data Grid structures and to make them available to the FWIS project.

5.  Outlook 

Realising that the projects reviewed above are all in the process of being either implemented or planned, it is important that the activities should be co-ordinated with the FWIS process in a timely manner. In particular, the DMAC plan asks for a system very much like an FWIS GISC to be ready for initial deployment by 2007. 

The proposal by NCAR contained in [8] shows the direction which could be followed. After the successful demonstration of the RA-VI prototype GISC in 2005 in collaboration with NCAR, the U.S. projects could possibly agree to develop a RA-IV GISC based on the experience gained and to field-test their system together with emerging GISC’s in RA-VI and RA-II. In order to achieve this goal, a co-ordination mechanism has to be agreed and the different groups need to exchange relevant information. Maybe the Intercommission Coordination Group on FWIS established by the WMO in June 2004 could form the focal point for these processes.
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7.  List of acronyms

CBS
Commission for Basic Systems

CDP
Community Data Portal

DCPC
Data collection or product centre

DMAC
Data Management and Communications of the Integrated Ocean Observing System 

DWD
Deutscher Wetterdienst (German Weather Office)

ESG
Earth System Grid

ET
Expert team

FWIS
Future WMO Information System

GB
Gigabyte, 109 octets

GISC
Global information system centre

GRIB
FM 92-VII Ext-GRIB (Gridded Binary) processed data in the form of grid-point values expressed in binary form

GridFTP
Universal data transfer for the Grid (http://www.globus.org/datagrid/deliverables/C2WPdraft3.pdf)

GTS
Global Telecommunications System

http
Hypertext Transfer Protocol

IDD
Internet data distribution system

ISO
International Standards Organization

JCOMM
Joint WMO/IOC Technical Commission for Oceanography and Marine Meteorology

LDM
Unidata's local data manager of IDD

MB
Megabyte, 106 octets

NC
National Centre

NCAR
National Center for Atmospheric Research

NcML
NetCDF Markup Language

NetCDF
Network Common Data Form

OPeNDAP
Open Source Project for a Network Data Access Protocol

RA
Regional Association

RA-II
Regional Association II of the WMO (covering mainly Asia)

RA-IV
Regional Association IV of the WMO (covering mainly North America)

RA-VI
Regional Association VI of the WMO (covering mainly Europe)

SciDAC
Scientific Discovery through Advanced Computing

UCAR
University Corporation for Atmospheric Research

UOP
UCAR Office of Programs

WMO
World Meteorological Organization

XML
Extensible mark-up language
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