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	Summary and purpose of document

This document is to report the pilot project in collaboration of two Regions named “FWIS VPN Pilot Project in Regions II and V”.



ACTION PROPOSED:

· The meeting is invited to review the outcome of the project and to make appropriate comments.

Appendix A  :  Details of monitoring tools used in the test

Appendix B  :  Comparison between plan and progress of the project 

1.  Background

There is no doubt that the Internet will be one of indispensable elements for the Future WMO Information System (FWIS). The use of Internet, however, has its pros and cons. Inappropriate security policy might lead to serious problems. Investment in security for a countermeasure against threats, and its cost-effectiveness could be the major consideration.  

VPN (Virtual Private Network) technique is one of the promising investments, especially Internet Protocol Security (IPSec) is coming into wide use recently.  For example lots of WMO Members have introduced VPN technique for mainly domestic uses.  ECMWF carried out a comprehensive test of VPNs over the Internet and published a technical note on its evaluation.

Noting that the further development and implementation of FWIS would be pursued through relevant pilot and prototype projects, Implementation Coordination Meeting on ｔhe GTS and ISS in Region V (Wellington, 8-12 December 2003) recommended that a pilot project on the use of VPNs be launched in Region V, as a contribution to the FWIS development with a view to submitting contributions to the joint meeting of Expert Team on Enhanced Utilization of Data Communication Systems (ET-EUDCS) and Expert Team on the Improved Main Telecommunications Network and GTS (ET-IMTN) (Beijing, 10-14 May 2004) and ITT-FWIS.  At the beginning the participation of Australia, Malaysia and New Zealand, with also the contribution of Japan, was foreseen.  After that the participation in the FWIS VPN pilot project was extended to other Members in Regions II and V, as a collaboration between the two regions.

2.  Purpose and scope of the FWIS VPN pilot project in Regions II and V

The purpose of the project is contribution to the FWIS development through a feasibility study from the specific views to realize FWIS concepts shown in Figure 1.  The project is to evaluate of the Internet VPN practically in cooperation with centers under various conditions such as enough or insufficient expertise, and excellent or poor environment accessing to the Internet. 

Targeted contribution objectives are as follows:

(1) Empirical feasibility to use the Internet VPN for:
  a) branch links among a GISC, DCPCs and NCs on routine basis
  b) ad hoc request/reply between a portal site for data request and each requesting center or each data source center

  c) backup and/or complement links of a core network among GISCs

(2) Practical views on VPN implementation
  a) Geographical features
  b) Extraction of difficulties
  c) Cost consideration
d) Impact evaluation of technical gaps between centers
e) Future prospect
The project consists of a technical survey, the preliminary test and the main evaluation test.  It is expected that the outcome of the project will be used for development of the FWIS implementation plan as well as other innovative pilot projects.  Figure 2 shows scope and location of each pilot project in FWIS communication structure. 
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3.  Participants of the project and coordination procedures

In support of the collaboration project of two Regions for contribution to FWIS, eleven WMO Members were willing to participate in the project on a voluntary basis. To further the project smoothly, two groups for project management and technical coordination were established in the early stage.  Each participant nominated a main contact person for project management (PM) and contact person(s) on technical issues including test procedures (TC).  Furthermore a steering group of four PMs were formed to complete the project plan.

Table 1  Participants in the project

	Country, terriroty
	Organization
	Site

	Region II

	China
	China Meteorological Administration
	Beijing

	Hong Kong, China
	Hong Kong Observatory
	Hong Kong

	India
	India Meteorological Department
	New Delhi

	Japan
	Japan Meteorological Agency
	Tokyo

	Republic of Korea
	Korea Meteorological Administration
	Seoul

	Saudi Arabia
	Presidency of Meteorology & Enviroment
	Jeddah

	Vietnam
	National Hydrometeorological Service
	Hanoi

	Region V

	Australia
	Bureau of Meteorology
	Melbourne

	Brunei
	Brunei Meteorological Service
	Darussalam

	Malaysia
	Malaysian Meteorological Service Department
	Kuala Lumpur

	New Zealand
	MetService 
	Wellington


4.  An outline of the evaluation test 

4.1  Test patterns and evaluation items

The steering group planned and coordinated four test patterns with evaluation items in consideration of each site’s technical conditions on configurable system and available network environment.

Patterns A and B shown in Figure 3 were planned as an essential test.  They were scheduled to be tested with full connectivity among participants for a few days in August.  Two participants, however, could not join the actual test in August due to delay in their preparation.  In spite of that, most of items initially expected were able to be evaluated in the test.       .    

On the other hand, Patterns C1 and C2 in Figure 4 were planned as an optional test.  A few participants were expected to evaluate the possibility to use the Internet VPN for connectivity among GISCs.  The results would be useful for the further study.  The introduction of the promising technique, i.e. GRE (General Routing Encapsulation) was especially challenging in the actual test, three sites established GRE tunnels and exchanged routing information by BGP-4.

In the test a number of methods were used to monitor the performance of the IPsec connected neighbors.  Appendix A shows the useful monitoring tools.    




4.2  Site configuration




4.3  Analysis of test results

4.3.1  Compatibility between different VPN products

A variety of VPN products as follows were used in the test.

·  Defacto standard : Cisco IOS (software VPN type) and PIX (specific hardware VPN type)

·  Worldwide major products : NetScreen and WatchGuard security boxes

·  Local product : SEIL router with VPN hardware by Internet Initiative Japan (IIJ)

Compatibility in IPsec between them were confirmed as shown in Table 2.  As expected, it was very easy to establish an IPsec connection between Cisco products, whether IOS or PIX series.  Furthermore, there was no serious difficulty in a number of other products. 

Table 2  Results of planned IPsec connections

	Site name with  site number (#)
	VPN product
	Results on Partner Sites

	
	
	#1
	#2
	#3
	#4
	#5
	#6
	#7
	#8
	#9
	#10
	#11

	#1
	Beijing
	Cisco PIX515 (PIX OS ver 6.3.3)
	
	
	NI
	OK
	OK
	
	NI
	OK
	
	
	

	#2
	Hong Kong
	WatchGuard Firebox V80 (ewall with VPN processing hardware)
	
	
	
	OK
	
	
	
	OK
	
	
	

	#3
	New Delhi
	Cisco 2611 with VPN module (IOS ver 12.2(8)T))
	NI
	
	
	OK

(%1)
	
	
	
	OK
	
	
	

	#4
	Tokyo
	SEIL Turbo Router with dedicated VPN processing hardware
	OK
	OK
	OK

(%1)
	
	OK

(%2)
	OK
	OK
	OK
	NI
	NI
	OK

	#5
	Seoul
	Cisco PIX535 (PIX OS version 6.3(1))
	OK
	
	
	OK

(%2)
	
	
	
	OK
	
	
	

	#6
	Jeddah
	Cisco PIX 525 
	
	
	
	OK
	
	
	
	OK
	
	
	

	#7
	Hanoi
	Cisco 2511
	NI
	
	
	OK
	
	
	
	
	
	
	

	#8
	Melbourne
	Cisco 7206 G1 with crypto software
	OK
	OK
	OK
	OK
	OK
	OK
	
	
	OK

(%3)
	NI
	OK

	#9
	Darussalam
	Cisco 1720 with VPN module
	
	
	
	NI
	
	
	
	OK

(%3)
	
	
	

	#10
	Kuala Lumpur
	Cisco 2511
	
	
	
	NI
	
	
	
	NI
	
	
	

	#11
	Wellington
	NetScreen 50
	
	
	
	OK
	
	
	
	OK
	
	
	


Notes) 

(%1) :  IPsec connection was established but the connection was so erratic that a ping and an ftp command could not reach. It seems be caused by some reason except IPsec. 

(%2) :  In IKE procedures, slight coordination was needed so that notification of ID from Seoul could be done not in FQDN (Fully Qualified Domain Name) but in an IP address.

(%3) :  The ad hoc test was conducted on 20 September.

NI :  Not implemented during the test by non-technical reasons.    

4.3.2  Coexistence of connections on different IPsec conditions 

Preparing the essential test (patternes A and B), initially it was proposed that a uniform set of IPsec parameters was applied to all sites.  However it was difficult to adhere to this because of differing in levels of equipment support and local knowledge.  Therefore Melbourne (Simulating GISC) and Tokyo (Simulating Portal Site for data request) configured each set of parameters for each site under mutual understanding.  As the result, IPsec connections on a number of different conditions were tested and confirmed.  Tables 3 (a) and (b) show IPsec parameter conditions in Melbourne and Tokyo, respectively.  During the test period, once a stable setup was achieved, no encryption error was encountered in all cases.  This was a surprising result considering the wide range of equipment and conditions being used in the test.
Table 3  Different sets of parameters of IPsec connections

(a)  Melbourne in pattern A

	Parameters

Partner

Site
	Key Encryption
	Key Hash
	Key Exchange

Method
	DH Group
	Key Lifetime
(sec)
	IPsec Lifetime (sec)
	IPsec

Lifetime

(Kbytes)
	IPsec Encryption
	IPsec Hash

	Tokyo
	3DES
	SHA
	PSK
	2
	86400
	86400
	NL
	AES128
	SHA

	Seoul
	3DES
	SHA
	PSK
	2
	86400
	86400
	NL
	3DES
	SHA

	Beijing
	3DES
	SHA
	PSK
	2
	86400
	86400
	NL
	AES128
	SHA

	New Delhi
	DES
	MD5 
	PSK
	1
	86400
	86400
	NL
	DES
	MD5

	Jeddah
	3DES
	SHA
	PSK
	2
	86400
	86400
	404000
	AES128
	SHA

	Hong Kong
	3DES
	SHA
	PSK
	2
	900
	900
	200000
	3DES
	SHA

	Wellington
	AES
	SHA
	PSK
	2
	86400
	86400
	NL
	AES128
	MD5


(b)  Tokyo in pattern B

	Parameters

Partner

Site
	Key Encryption
	Key Hash
	Key Exchange

Method
	DH Group
	Key Lifetime
(sec)
	IPsec Lifetime (sec)
	IPsec

Lifetime

(Kbytes)
	IPsec Encryption
	IPsec Hash

	Melbourne
	3DES
	MD5 
	PSK
	1
	86400
	3600
	404000
	3DES
	MD5

	
	3DES
	SHA
	PSK
	2
	86400
	3600
	404000
	AES128
	SHA

	Beijing
	3DES
	SHA
	PSK
	2
	86400
	3600
	404000
	AES128
	SHA

	Hong Kong
	3DES
	SHA
	PSK
	2
	900
	3600
	200000
	3DES
	SHA

	New Delhi
	DES
	SHA
	PSK
	2
	86400
	3600
	404000
	DES
	SHA

	Seoul
	3DES
	SHA
	PSK
	2
	86400
	28800
	404000
	3DES
	SHA

	Wellington
	3DES
	SHA
	PSK
	2
	86400
	3600
	404000
	AES128
	SHA

	Jeddah
	3DES
	SHA
	PSK
	2
	86400
	3600
	404000
	AES128
	SHA

	Hanoi
	3DES
	SHA
	PSK
	2
	86400
	3600
	404000
	AES128
	SHA


Notes)   

(1) Tunnel mode with ESP (Encapsulating Security Payload) for authentication and encryption
(2) IKE (Internet Key Exchange) main mode was used as a protocol to manage keys.

(3) Pre-shared Keys were used for peers authentication.

Acronyms) 

3DES
: Triple Data Encryption Standard (168bits)

DES

: Data Encryption Standard (56bits)

SHA

: Secure Hash Algorithm
PSK

: Pre Shared Key
MD5

: Message Digest 5
DH

: Diffie Hellman , DH Group 1 (768bits) or 2 (1024bits)

AES128 : Advanced Encryption Standard with 128 bit Key

NL

: No limit

4.3.3  Impact of VPN connections in GISC   

To evaluate impact of concentration of VPN connections on GISC, tests for IPsec setup, random data exchange and continuous file distribution to all were conducted a few times.  During the tests, Melbourne (Simulating GISC) controled outgoing traffic from its operational MSS (Message Switching System) and monitored throughput and CPU load in its VPN equipment. 
Simulating possible cases of a computer start-up and simulataneous setup of all Security Associations (SAs), i.e. IKE SAs and IPsec SAs, impact of setup interruption on data exchange was evaluated.  All seven sites were re-associated with both IKE and IPsec within about 3 seconds after Melbourne cleared all its SAs.  Figure 6 shows part of re-association example.  Although the setup times could be attributed to transit delay (which never exceeded 300m sec to all sites) and CPU load on the VPN equipment at each end, the impact on setup interruption seemed to be generally not serious. 


Melbourne used a gigabit router (Cisco7206 G1) for VPN test as well as usual accessing to the Internet.  Its maximum VPN performance is 260 Mbps and the maximum number of tunnels is 5000 from the Cisco specification.  In spite of such a very powerful equipment, each IPsec tunnel increased a significant additional CPU load.  The nature of the CPU load was a constant load rather than a peak caused by setup or traffic.  Figure 7 shows the load on CPU over a test period, the end drop off being attributed to the test cessation and represents usual CPU load (this is the load that the entire Australian BoM applies as a result of accessing the Internet via the router, and even under heavy load conditions it rarely exceeds 4%). 

According to rough calculation, each 100kbps IPsec tunnel increased the CPU load by 1%.




4.3.4  Continuity of routine connections to exchange data
A test process which transferred a dummy file of 1 Mbytes by FTP to remote sites was implemented in Melbourne’s MSS.  In addition to random data exchange on TCP socket, continuous file distribution to all sites by the process flowed through IPsec tunnels without any troubles for approximately 6 hours.  Average information transfer rates from Melbourne (Internet pipe : 30Mbps) to remote sites for a 1 Mbyte file are shown in Table 4. 

Table 4  Information transfer rates from Melbourne through IPsec tunnels

	Destination site
	Average rate by FTP
	Internet pipe at the site

	Tokyo
	118 Kbps
	100 Mbps

	Seoul
	111 Kbps
	440 Mbps

	Beijing
	100 Kbps
	10 Mbps

	New Delhi
	27 Kbps
	128 Kbps

	Wellington
	111 Kbps
	2 Mbps

	Hong Kong
	142 Kbps
	10 Mbps

	Jeddah
	22 Kbps
	2 Mbps


4.3.5  Comparison between VPN and non-VPN
Essentially this kind of comparison should be better evaluated under settled conditions with a stable path such as under an in-house testing environment.  However, some participants did agree to carry out an extrernal test through the Internet making evaluation conditions similar to the potential operational environment as much as possible, i.e. simultaneous transfer and same routing path of both VPN and non-VPN except TCP socket cases.  Figure 8 shows the comparison in avarage information transfer rate (about 40 minutes). VPN overhead of about 10% to 50% was observed except low speed cases. In the low speed case, variable factors were predominant rather than VPN overhead.  



5. Outcome and consideration

5.１  Use of the Internet VPN

Since Internet VPN based on IPsec technology was well standardized, all sites except one were able to establish a VPN connection, in spite of cross platform and unknown vendor configurations.  A reasonable amount of different sets of IPsec parameters and IKE types were tested with great success.  Also it was confirmed smooth data exchange without any unexpected tunnel teardowns and re-negotiations.  Although VPN overhead definitely existed especially in high throughput cases, it seemed not always be critical.

Internet VPN on IPsec is feasible for use to establish a secure FWIS branch link.  With appropriate assistance, even a small NC will be able to overcome the implementation difficulty.

Consideration points are:

(1) Variable factor of ISP (Internet Service Provider)

The Internet path between the sites has variables beyond our control.  Especially the variable range mainly depends on reliability and capability of a local ISP.  Evaluation ISPs would have to be one of important factors.

(2) Necessity of encryption in meteorological data

Necessity of encryption may be considered with exact evaluation of encryption overhead.

(3)  Necessity of any-to-any connectivity through VPN

The core network among GISCs using a meshed model of interconnecting does not need to run BGP or routing for anyone to see the other.  However it seems that branch links will not use the meshed model.  If secure any-to-any connectivity would be required, each site might speak a dynamic routing protocol (e.g. BGP) through their VPN links.
It is necessary to discuss further on necessity of any-to-any connectivity through VPN from the fundamental view of FWIS concepts and also on practical possibility of running a dynamic routing protocol on the VPN network from the technical view.

(4)  Necessity of VPN for ad hoc request/reply scheme

There is an idea to introduce a portal site for request/reply function such as UNDART, In that case each center might establish a VPN connection to a well-known portal site.  However requested data will be supplied from a corresponding data source to the request center directly.  Since there are many data sources, establishing many VPN links could be difficult even for limited tentative uses.

Further study on conceptual direction and details on request/reply mechanisms is needed.

5.2  Required performance in GISCs

It is expected that a GISC will have many branch links with NCs and DCPCs.  If most of them are VPN connections, the concentration impact on the GISC is not negligible. The GISC may need to install and maintain some of highest-performance VPN products, needless to say they are very expensive even if performance of products in market is being improved year by year.  It may be a burden to the GISC in cost and human resources to maintain.

Impact of concentration of VPN connections on a GISC should not be underestimated.      

There is nobody to know the number of VPN branch links connected with each GISC until designation of GISCs and responsible zones.  

5.3  Technical assistance and remote maintenance

Although IT innovation has been improving worldwide availability of network technology, there are still technical gaps in practical aspects among WMO Members.  If a GISC can be a technical sponsor in its responsible zone and provide assistance, this will be enough to get an operation network up and running within a reasonable timeframe.
In this project, some sites were more familiar with the technology than others as well.  According to a technical sponsor theory, Melbourne (Simulating GISC) provided assistance where it was needed using “remote maintenance” effectively.

It is worth studying possibility of a technical sponsor system using remote maintenance. 

There is consideration on models of remote maintenance depending upon technical resources available at NCs.  

(1)  Model for NCs having no technical resources
The NC gives full write access to their local router from the GISC. The GISC technical expert configures all the required parameters to secure the connections remotely.

(2)  Model for NCs having limited technical resources
The NC gives the GISC read only access to the IPsec router to view the configuration remotely or is willing to send a copy of the router configuration. The Technical expert at the GISC reviews the configuration and makes suggested changes or settings and returns this to the expert in the NC. The NC's technical expert then makes the changes and has full control over the router.

(3)  Model for NCs having enough technical resources
The NC keeps the write access to their local router private. The GISC technical expert configures all the required parameters to secure the connections remotely.

The GISC and the NC exchange basic set-up information and proceed to configure their own ends.  Problems are resolved by each centre running technical debugs on their on ends analysing the results and then exchanging views via email.

There is a need to coordinate policy issues of the individual security restrictions and the operational management.  It will pose significant security policy issues or security structure changes for some agencies to integrate it into their operational networks.

5.4  Project management

A collaborative pilot project with many participants gives us a good way to approach a global scale objective like FWIS.  However it is not easy to coordinate and manage the project on voluntary basis.  In most cases the project progress tends to behind schedule. It is a rare case that this project could eventually keep the schedule (see Appendix B). There are many reasons for the difficulty.  Since participants have their essential tasks on individual schedules, they have no choice but limited contribution using their spare hours.  In most cases there is budgetary difficulty in preparation for the ad hoc test.  Also they cannot afford to held a small meeting for face to face discussion.

In spite of a limited and voluntary contribution, this kind of collaborated pilot project should be continued.  Strong endorsement in the WMO community is needed to support the project.  It is highly recommended that this project activity should be included in relevant WMO authorized documents.

Appendix A

Details of monitoring tools used in the test

The main tool for the statistics gathering was HP OpenView. OpenView is a widely used SNMP (Simple Network Monitoring Protocol) display and monitoring package for extracting and displaying information from equipment. Depending upon the software modules loaded into the package and the support provided on the remote hardware most IPsec parameters can be displayed and graphed.

For these tests the module loaded into Openview was the MIB (Management Information Base) - CISCO-IPSEC-MIB obtained by download from the Cisco site. This MIB has many parameters which can be collected, for these tests a number of key parameters were selected such as IPsec errors, IPsec throughput, number of tunnels etc. these were graphed and used in post tests assessment.

In addition to the specific IPsec MIB variables there were a number of variables that were extracted from other CISCO MIBS such as CPU utilisation and input and output data flow rates on interfaces. The monitoring was setup for the purpose of the test and was temporary in nature but could be made permanent if the site was a GISC. 

Secondary monitoring was achieved by installing a web display tool on the core Cisco IPsec router, the Cisco VPN device manager which displayed crucial IPsec parameters in a GUI in an "off the shelf" solution.  This would be a neat solution to IPsec monitoring if the organisation did not do SNMP monitoring.(Although it is not supported on all Cisco routers). 

Despite all these monitoring tools it was not easy to establish at a glance if the IPsec tunnels were up , once they were up all manner of monitoring could occur. The best way to see this was by monitoring the router console output or syslogs which would dispatch a clear tunnel up or down message and remote host address. It was also possible to send an SNMP trap to OpenView and process this to alert an operator, although this would need some software development.

The best way to monitor the health of an IPsec VPN network would be to allow access to do basic SNMP or ICMP polling of the remote hosts from the network core. If the IPsec association was broken the host would not be reachable. The remote host would show an alarm and remedial action could begin.  This method although simple would require access through the remote agencies firewall and have to satisfy the organisations security policy for ICMP or SNMP access from an external customer.

Appendix B

Comparison between plan and progress of the project

	Targeted items
	Schedule
	Actual progress
	Notes

	(a) Development of a draft project plan
	February and March in 2004
	13 February to 13 May in 2004
	Project concepts and outlined items were coordinated by liaison among core members in RAs II and V.

	(b) Reporting the draft project plan to ETs-IMTN&EUDCS
	Middle May
	10-15 May
	During the meeting, a draft to submit was distributed participants for comments 

	(c) Designation of contact persons, i.e. PMs and TCs
	End of May
	6 to 24 May
	Kickoff announcement of the project on 24 May

	(d) Completion of the project plan with each participant’s role
	Early June
	15 July
	The project name was decided by votes on 9 July.

Each participant’s role was agreed on 15 July. 

	(e) Development of test procedures and schedule
	June to early July
	14 July to 5 August
	

	(f) Preliminary test
	June to early July
	3 June to 15 July
	The test was conducted between Melbourne and Tokyo.

	(g) Evaluation test
	Middle July to end of August

(a few weeks in total)
	28 July to 31 August
	Main part of the test was conducted in 2nd and 3rd weeks of August. 

	(h) Analysis and evaluation of the test results
	September
	End of August to 17 September
	

	(i) Reporting the outcome of the project to ITT-FWIS
	End of September
	22-24 September
	Submission on 20 September  
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Figure 1  FWIS concepts in communication structure





Figure 2  location of the pilot project in FWIS communication structure





Development and Verification of Request/Reply Mechanism with Metadata Standards


UNIform DAta Request InTerface (UNIDART) Pilot Project


   by EUMETNET


2.  CliWare Pilot Project with test of the WMO Core Metadata


   standard by Roshydromet (Russian Federation)


3.  Further development of the WMO Metadata standards 


by Expert Team on Integrated Data Management (ET-IDM)


4.  FWIS VPN Pilot Project in Regions II & V
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Test for Data Collection & Routine Dissemination


1.  Internet Data Distribution (IDD) Pilot Project by 


   DWD, UKMO and South African Weather Service


2.  FWIS VPN Pilot Project in Regions II & V


3.  “Procedures for observational data collection


    using E-mail over the Internet” being revised


    by Expert Team on Enhanced Utilization of Data


    Communication Systems (ET-EUDCS)


4.  Test for HTTP based data entry input form by


    ET-EUDCS 
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Figure 8  Comparison between VPN and non-VPN in information transfer rate








Figure 7  CPU load of VPN equipment in Melbourne (Simulating GISC)








Figure 6  Security re-association in the IPsec setup test
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Aug 13 05:30:08.374: %CRYPTO-5-SESSION_STATUS: Crypto tunnel is DOWN.  Peer 202.21.X.X:500    Id: 202.21.X.X


Aug 13 05:30:08.374: %CRYPTO-5-SESSION_STATUS: Crypto tunnel is DOWN.  Peer 62.149.Y.Y:500    Id: 62.149.Y.Y


Aug 13 05:30:10.926: %CRYPTO-5-SESSION_STATUS: Crypto tunnel is UP  .  Peer 62.149.Y.Y:500      Id: 62.149.Y.Y


Aug 13 05:30:11.490: %CRYPTO-5-SESSION_STATUS: Crypto tunnel is UP  .  Peer 202.21.X.X:500       Id: 202.21.X.X





Figure 5  An outline of site configurations
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Figure 4  Probe test patterns among GISCs
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Evaluation items


 Possibility to use an Internet VPN connection for backup and/or complement
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Figure 3  Essential test patterns
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　Pattern B : Test for temporary connections for ad hoc request/reply
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