GISC Prototype

(prepared by Siegfried Fechner, DWD)

Introduction:

The regional and global connectivity of the FWIS structure is guaranteed by the existence of a small number of GISC’s whose areas of responsibility in total cover the whole world and which collect and distribute the information meant for routine global dissemination. In addition, they serve as collection and distribution centres for their areas of responsibility and also provide an entry point for any request for data held within FWIS, i.e. they maintain metadata catalogues of all information available for any authorised user of FWIS, independent of its location or type. In addition, for all environmental data available within FWIS which are not subject to any access control, the GISC will provide a portal for data searches by anybody, even without prior authorisation. This new service will greatly facilitate data searches by researchers.

The role of a GISC is defined as

–
Receive observational data and products that are intended for global exchange from NCs and DCPCs within their area of responsibility, reformat as necessary and aggregate into products that cover their responsible area

–
Exchange information intended for global dissemination with other GISCs

–
Disseminate, within its area of responsibility, the entire set of data and products agreed by WMO for routine global exchange (this dissemination can be via any combination of the Internet, satellite, multicasting, etc. as appropriate to meet the needs of Members that require its products)

–
Hold the entire set of data and products agreed by WMO for routine global exchange for at least 24 hours and make it available via WMO request/reply (”Pull”) mechanisms

–
Maintain, in accordance to the WMO standards, a catalogue of all data and products for global exchange and provide access to this catalogue to locate the relevant centre

–
Provide around-the-clock connectivity to the public and private networks at a bandwidth that is sufficient to meet its global and regional responsibilities.

–
Ensure that they have procedures and arrangements in place to provide swift recovery or backup of their essential services in the event of an outage (due to, for example, fire or a natural disaster).

–
Participate in monitoring the performance of the system, including monitoring the collection and distribution of data and products intended for global exchange.

Details of the goals can be found in:

„Report of the fifth meeting of the Inter-Programme Task Team on Future WMO Information Systems“, 2003

„The Future WMO Information System“, Prof. Geerd-R. Hoffmann, February 2004

„VGISC, Construction of virtual global data centres, Architectural design“, 2004

„Management Process description for a Global Information System, Centre (GISC) for the Future WMO Information System (FWIS) programme“, Gil Ross, GENEVA, 15.-18.12.2003

Details of the prototype are specified in:

„VGISC Meeting Minutes“, March 2004, Exeter

„VGISC: Inter-Working Group Meeting“, June 2004, Langen

Description of the prototype:

The function of the prototype is to demonstrate, which internet technologies (portals, Portlets, J2EE, Application Server, Webservices, XML, ftp, email) can be used for the provision of the services to be provided by  the GISC.

The portal is the front-end for general administration of all GISC components and the accounting of GISC users, for formulation new entities of product and distribution catalogues. Thus the user's data request always begins at the portal. He may search in the catalogues, define his own orders and carts. Along with the order, the procedure of data dispatch is defined. Depending on the technical options, the one-off or regular dispatch takes place by means of push/pull mechanisms via various possible communication channels (e.g.: ftp, email).
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Figure 1: GISC Prototype (principles of use)

Components:
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Figure 2: GISC Prototype (internal structure) 

Portal-Server

Purpose:

The portal server is the general access point to all services of the GISC node (e.g.: user front-end (searching for products, online download of product instances, formulation of customer orders for planned push-distribution, ...), administrator front-end (user and customer accounting, configuration of internal GISC tools, ..) and operator front-end (monitoring the data and control flow)).

Technology:

A BEA WebLogic Portal will be used as infrastructure. The implementation of the presentation layer is based on Portlet technology (java, conform to J2EE). Portlets constitute the inter​faces to:

–
the GISC business layer (e.g.: searching in the metadata database (product information, customer and order information), allocation of product instances from the local data pool for directly ) and

–
to Webservices from external data providers (e.g.: ECMWF (MARS), UNIDART).

Realisation:

The start of the integration of the GISC BEA WebLogic Portal is planned. The design of the front-ends will be presented in November.

J2EE-Container (applicationserver)

Purpose:

The Application Server hosts the interfaces to the local data pool and the GISC business  logic. In detail:

–
generate requests to the metadata databases and give the result back to the Portlets.

–
control the connections to databases and to the GISC data pool.

–
control the internal GISC tools (e.g.: distribution and monitoring tools).

Technology:

Oracle Internet Application Server (iAS 10g) and an JBoss  Application Server (in cooperation with Korea Meteorological Administration) will be used.

Realisation:

Both Application Servers are in use. First components of the customer and the order business logic are implemented and installed at the application servers.

Data pool

Purpose:

The data pool will be used as source for online data request via the portal and as source for internal GISC distribution tools (push).
Technology:

There are two versions of data pools, the local data pool and data supply via internet (Web​service based, e.g.: ECMWF (MARS), UNIDART). 

Realisation:

A file-based version of the local GISC data pool is implemented. The hierarchical  file structure is designed on base of the WMO-file-naming convention („CBS EXPERT TEAM ON INTEGRATED DATA MANAGEMENT, GENEVA, 15 to 18 DECEMBER 2003, ET-IDM-III/Doc. 4(1)“). The proto​types of an Webservice based data supply will be implemented by the United Kingdom MetOffice and the ECMWF.

Metadata pool

Purpose:

The metadata pool contains product, product-instance, customer and order catalogues.

Technology:

All catalogues are located in a Oracle database  9i Rel. 2. The product- and product-​instan​ces catalogues are saved as XML-documents on base of XML-DB. The customer and order cata​logues are implemented as classic tables.
Realisation:

The customer and order data model is designed and implemented. A prototype of the pro​duct catalogue on base of XML-DB is installed.
Control and distribution tools

Purpose:

The internal GISC tools control the metadata and data flow from the local data pool to the portal and the external customers (push).
Technology:

Modified versions of DWD control and distribution tool (e.g.: AFD(Automatic File Distributor) and DAVID (Data-Exchange, Administration and Information Service)) will be used.

Realisation:

The required modifications are under development.
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