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REPORT OF THE CHAIRMAN, ET-AWS

(Submitted by Rainer Dombrowsky)

	Summary and Purpose of Document

	This revised document provides a report of the work of the ET-AWS, particularly as detailed in the March 2006 session of this Expert Team and taking into account the results of the ET DR&C (Montreal, Canada, May 2006) and the request for supplementary information by the ICT/IOC Chair of 6 September 2006.


ACTION PROPOSED


The ICT is invited to take the contents of the report into consideration during its deliberations.

Report of the Chairman

ET-AWS-4

1. The session of the Expert Team on Requirements for Data from Automatic Weather Stations (ET-AWS-4) was convened by the chairman, Rainer Dombrowsky, at 10h00 on Monday 20 March 2006 at WMO Headquarters, Geneva, Switzerland.

2. The focus of this meeting was on the role AWS will have in the GEOSS system of systems and how the role of AWS will evolve through the evolution of the GOS.  A consensus was reached among the members that AWS were becoming more robust and mature and in some instances is the least dependant on local infrastructure.  AWS provide user benefits including traceable instrument measurements of physical characteristics in the near surface atmosphere with a known certainty; AWS provide a largely homogeneous continuation of the historical climate record, and they are largely self-financed by member countries and require no disproportionate investment by a small number of nations to support sustainability of the network. 

3. Recognizing the crosscutting nature of surface-based observations ET-AWS-4 invited other commissions and programs to participate in this meeting.  Invitations were extended to CIMO, JCOMM, CCL, EUMETNET, and HMEI and each sent one or two representatives to participate in these discussions.  In the future additional commissions and program areas will be invited to participate in collaborating in the development of common standards for siting AWS, the need for a platform classification system based on siting criteria, evaluating the need for sustainable AWS in harsh climates, examining the need for applying uniform data quality management procedures to AWS, documentation of AWS metadata, and a single AWS BUFR code and descriptor table.  Some of this work has progressed within the ET through its members and invited participants.

4. The committee considered the report on the progress between the ET-AWS representative, Mr Igor Zahumenský, and the ET-DR&C on the AWS requirement for reporting both instrument and nominal values of AWS.  Following the request of the ET-AWS-3 the proposal reporting both instrument and nominal values of AWS was further developed by Mr Dragosavac, chair of the ET DR&C, and submitted to ET-AWS-4 for consideration. The proposal of Mr Milan Dragosavac was based on the usage of appropriate BUFR Table C operators that would allow representation of nominal values as well as the representative heights of sensors. This fully universal solution was later approved by the by the Joint meeting of Expert Team on Data Representation and Codes and Coordination Team of Migration to Table Driven Code Forms, Montreal, Canada, 8-12 May 2006 (see Annex 1). Mr Zahumenský also reported that the proposed new BUFR/CREX descriptor, quality control indicator proposed at ET-AWS-3 was not an acceptable solution and members agreed to continue working with the ET-DR&C toward developing an acceptable solution. 

5. The ET received a report from Mr Zahumenský on the development of guidelines on QC procedures for AWS as well as his latest iteration.  This version of AWS QC guidelines was approved by the ET for presentation at CBS-Ext (2006) for approval and published in the next Guide on the GOS (see Annex 2). This proposal was included in the draft-revised version of the Manual on GOS (WMO No. 544) and is available for comments from Members. See: http://www.wmo.int/web/www/OSY/Expert-Teams/gos-et-regulatory-info.html. 

6. The ET continued its discussions on the feasibility of developing acceptable standards for the creation of a standardized AWS platform.  Having a number of commissions and programs present the group discussed how to satisfy individual functional requirements for observations that satisfy specific service needs through a single set of system standards.  All who participated agreed that it would be beneficial to apply universal rules or standards of observation to avoid unnecessary confusion and achieve data compatibility.  In line with this in mind the group felt that such an approach would be beneficial as long as it fulfils the requirements of the various disciplines.  The ET participants agreed that a standard AWS should consist of an observing system providing observational data based on a standard set of variables.  The group came to a consensus on a set of standard variables, as well as a set of optional variables that could be considered.  This list was derived from the Manual on the Global Observing System (WMO-No. 544).  Realizing that the list of variables presented in the Manual of the GOS may not be complete, the ET would consult with relevant technical commissions to update the lists of standard and optional variables. See Annex 3 for Recommendation 1 of ET-AWS-4.

7. The ET noted that despite the previous recommendation, no standard reference system had been endorsed by the WMO to be used as the reference for both horizontal position of a station (given as longitude and latitude) and vertical position of a station (for mean sea level, MSL). The WMO definition of MSL requires such a reference. The ET also noted that ICAO had endorsed a standard referencing system, the World Global System 84, (WGS 84). The ET proposed that WMO should consider endorsing the World Global System 84 (WGS 84) as its reference datum system for horizontal positioning and the Earth Geodetic Model 96 (EGM-96) as reference for vertical positioning. See Annex 4 for Recommendation 2 of ET-AWS-4.

8. With a greater emphasis being placed on developing practical formats for metadata and the crosscutting use of AWS the ET discussed how to best approach this problem without having to create multiple formats addressing the various disciplines relying on AWS.  The ET ultimately into account the WMO Core Profile of Metadata Standards developed and adopted a standard set of metadata for AWS with respect to real-, near-real, and non-real-time; taking into account the significance of each entry for operational data use.  It was agreed that the standard set of metadata would only include those metadata elements that were required to be transmitted in real-time together with measured data.  It has been recommended that this standard set of metadata be adopted and published in the next revision of the Guide on the GOS (WMO-No. 488).  The ET will coordinate its near- and non-real time metadata lists with other technical commissions who had not participated in ET-AWS-4. See Annex 5 for Recommendation 3 of ET-AWS-4.

8.1 Reflecting on the significance of QC information to CCl, the representative recommended that the CBS Inter-Programme ET on Metadata Implementation (IPET-MI) address metadata issues as they relate to QC processes carried out at data processing centres.  

8.2 For the standard set of metadata, data transmission format should be the same as for measured data.  The use of Table-driven Code Forms for transmission of AWS data would require a review of TDCF formats and develop any necessary descriptors or making adjustments to BUFR AWS templates as needed. See Annex 6 for Recommendation 4 of ET-AWS-4.

8.3 The HMEI representative informed the meeting that, acting upon the request from ET-AWS-3, the HMEI had requested their members to respond to what extent they, the manufacturers, were willing to make algorithms used in AWS available to WMO. The responses were few in number and the lack of response was probably due to the proprietary nature of such information.

9. The EUMETNET representative raised the issue of having to create two separate BUFR messages for AWS locations designated as both an operational and synoptic platform.  Due to the existence of several BUFR templates, the AWS BUFR template for hourly reporting and SYNOP BUFR template.  To date no guidance has been provided as to which WMO BUFR template should be used and it was the opinion of the EUMETNET representative that this could lead to difficulties and /or delays in migration to TDCF.

9.1 The EUMETNET representative presented a proposal for a single BUFR template blending the current AWS and SYNOP BUFR templates.  See Annex 7 for Recommendation 5 of ET-AWS-4.   The Joint meeting of Expert Team on Data Representation and Codes and Coordination Team of Migration to Table Driven Code Forms, Montreal, Canada, 8-12 May 2006, decided that this template needed review. In June 2006, the revised version of the AWS-SYNOP template was sent to the EUMETNET representative and was made available in the WMO web server.
9.2 The EUMETNET representative also raised the issue of an old problem related to the range of WMO station numbers. Currently the numbering convention is limited to 3 digits with the maximum number being 999.  Unless this problem is addressed some existing and future AWS will not be able to disseminate data over the GTS. See Annex 8 for Recommendation 6 of ET-AWS-4.

9.3 The ET noted the request of the EC-LVII for technical commissions to review technical regulations relevant to observation generation, with a view to rectifying deficiencies, inconsistencies and errors. In this regard, the ET noted the potential ambiguity in some of BUFR descriptors and proposed that the ET-DR&C, in collaboration with all the involved CBS ETs, insure the traceability of such descriptors to the International Meteorological Vocabulary, WMO-No. 182 and WMO Technical Regulations, WMO-No. 49. The ET AWS will review BUFR descriptors related to AWS and inform ET DR&C on the findings. Based on them, ET DR&C may either provide the explanation needed to clear up the misunderstanding or to propose a modified name of the suspected descriptor). See Annex 9 for Recommendation 7 of ET-AWS‑4. 

10. The ET spent a considerable amount of time discussing the various aspects of the Plan for Evolution of the GOS.  The ET prepared a list of recommendations and concerns for the ET-EGOS to consider.  The ET-AWS-4 comments were listed for discussion at the July meeting of ET-EGOS-2.  Due to the availability of Mr Dombrowsky, chairman ET-AWS, he attended the meeting to provide clarification on any elements of the ET-AWS input.  The chairmen of the respective ETs concluded that future exchanges of information between the ETs would aid in gaining a better understanding of the EGOS Plan and the role of AWS in this process.  Both chairmen agreed the exchange of ideas was beneficial for both.

11. The CCl representative made a request pertaining to AWS use in climate monitoring.  He requested, on behalf of RA V Members that WMO, through CIMO, prepare and provide guidelines on technical specifications for AWS and that the CCl OPAG involved with AWS keep RA V Members informed of developments.  In addition the WMO publish the results of AWS versus manual comparisons and its cost versus benefit analysis.  The chairman, ET-AWS was recently contacted by the CIMO representative to the ET-AWS.  He remembered the verbal request but CIMO had not received an official request from CCl or WMO RA-V for the preparation of these guidelines.  The chairman has relayed this request to the CCl representative for action.

12. The ET-AWS-4 discussed the future status of the team and agreed on the work plan for the next period. See Annex 10 for a draft Work plan for the consideration by the CBS-Ext.(2006).

13. The ET-AWS-4 session was concluded at 15h00 Friday March 24 2006.

14. Recommendations for consideration can be found in Annex 10 of the final report and the proposed future work plan is contained in Annex 11 of the report.

_____________

AWS BUFR REPRESENTATION OF NOMINAL VALUES
Approved by

the Joint meeting of Expert Team on Data Representation and Codes and Coordination Team of Migration to Table Driven Code Forms, Montreal, Canada, 8-12 May 2006
(Preoperational)

To represent any nominal value in BUFR a new descriptor in class 8 of the BUFR Table B is to be used to indicate the cause of nominal value. 

Ref number
Name


 Unit

Scale
Reference
Data width

008083 
Nominal value indicator  
Flag table
 0       
 0    
15

008083 
Nominal value indicator

Bit No.

Meaning

1

Adjusted with respect to representative height of sensor above local ground (or 



Deck of marine platform)

2

Adjusted with respect to representative height of sensor above water surface

3

Adjusted with respect to standard surface roughness

4

Adjusted with respect to wind speed

5

Adjusted with respect to temperature

6

Adjusted with respect to pressure

7

Adjusted with respect to humidity

8

Adjusted with respect to evaporation

9

Adjusted with respect to wetting losses

10-14

Reserved

All 15
Missing value

The mechanism to represent any nominal value for any element in any BUFR template is by using 223000 Operator (substituted values follow).

223000
Substituted values follow

236000
Bit map follow

101000
Delayed replication operator

031001
Delayed replication

031031
Data present indicator

001033
Originating centre

001032
Originating application

008083
Nominal value indicator

101000
Delayed replication operator

031001
Delayed replication

223255
Substituted value marker operator

There may be one or more blocks similar as one above in the BUFR message.  For an example the following block could follow in the case of re-using the bit map.

108000
Delayed replication operator

031001
Delayed replication

223000
Substituted values follow

237000
Use previously defined bit map

001033
Originating centre

001032
Originating application

008083
Nominal value indicator

101000
Delayed replication operator

031001
Delayed replication

223255
Substituted value marker operator

MANUAL ON GOS (WMO No. 544)

APPENDIX VI-2

GUIDELINES ON QUALITY CONTROL PROCEDURES FOR DATA 

FROM AUTOMATIC WEATHER STATIONS

INTRODUCTION

Quality control (QC) of data is the best-known component of quality management systems. It consists of examination of data at stations and at data centres with the aim to detect errors. Data quality control has to be applied as real time QC performed at the Automatic Weather Station (AWS) and at Data Processing Centre (DPC). In addition, it has to be performed as near real time and non real time quality control at DPC.

There are two levels of the real time quality control of AWS data: 

· QC of raw data (signal measurements). It is basic QC, performed at an AWS site. This QC level is relevant during acquisition of Level I data and should eliminate errors of technical devices, including sensors, measurement errors (systematic or random), errors inherent in measurement procedures and methods. QC at this stage includes a gross error check, basic time checks, and basic internal consistency checks. Application of these procedures is extremely important because some errors introduced during the measuring process cannot be eliminated later.

· QC of processed data: It is extended QC, partly performed at an AWS site, but mainly at a Data Processing Centre. This QC level is relevant during the reduction and conversion of Level I data into Level II data and Level II data themselves. It deals with comprehensive checking of temporal and internal consistency, evaluation of biases and long-term drifts of sensors and modules, malfunction of sensors, etc. 

The schema of quality control levels can be as follows:

Basic Quality Control Procedures (AWS):

I. Automatic QC of raw data

   a) Plausible value check (the gross error check on measured values)

   b) Check on a plausible rate of change (the time consistency check on measured values)

II. Automatic QC of processed data

    a) Plausible value check 

    b) Time consistency check:

· Check on a maximum allowed variability of an instantaneous value (a step test) 

· Check on a minimum required variability of instantaneous values (a persistence test) 

· Calculation of a standard deviation

    c) Internal consistency check

    d) Technical monitoring of all crucial parts of AWS 

Extended Quality Control Procedures (DPC):

a) Plausible value check 

b) Time consistency check:

· Check on a maximum allowed variability of an instantaneous value (a step test) 

· Check on a minimum required variability of instantaneous values (a persistence test) 

· Calculation of a standard deviation

c) Internal consistency check

In the process of applying QC procedures to AWS data, the data are validated and flagged, and if necessary, estimated or corrected. If original value is changed as a result of QC practices it is strongly advised that it should be preserved with the new value. A quality control system should include procedures for returning to the source of data (original data) to verify them and to prevent recurrence of the errors. All possibilities for automatic monitoring of error sources should be used to recognise errors in advance before they affect the measured values.

The quality of data should be known at any point of the validation process and the QC flag can be changed through the process as more information becomes available.

Comprehensive documentation on QC procedures applied, including the specification of basic data processing procedures for a calculation of instantaneous (i.e. one minute) data and sums should be a part of AWS’ standard documentation. 

The guidelines deal only with QC of data from a single AWS, therefore spatial QC is beyond the scope of the document. The same is also true in case of checks against analyzed or predicted fields. Furthermore, QC of formatting, transmission and decoding errors is beyond the scope of the document due to a specific character of these processes, as they are dependent on the type of a message used and a way of its transmission. 

Notes:

Recommendations provided in guidelines have to be used in conjunction with the relevant WMO documentation dealing with data QC:

(1) Basic characteristics of the quality control and general principles to be followed within the framework of the GOS are very briefly described in the Manual of GOS, WMO-No. 544. QC levels, aspects, stages and methods are described in the Guide on GOS, WMO-No. 488.

(2) Basic steps of QC of AWS data are given in the Guide to Meteorological Instruments and Methods of Observation, WMO-No. 8, especially in Part II, Chapter 1.

(3) Details of QC procedures and methods that have to be applied to meteorological data intended for international exchange are described in Guide on GDPS, WMO-No. 305, Chapter 6.

(4) GDPS minimum standards for QC of data are defined in the Manual on GDPS, WMO-No. 485, Vol. I).

CHAPTER I      DEFINITIONS AND ABBREVIATIONS

Quality control, quality assurance

Quality control: The operational techniques and activities that are used to fulfil requirements for quality. 

The primary purpose of quality control of observational data is missing data detection, error detection and possible error corrections 

Quality control of observational data consists of examination of data at stations and at data centres to detect missing data and errors; data are validated and flagged and if necessary, estimated or corrected, in order to eliminate the main sources of errors and ensure the highest possible standard of quality for the optimum use of these data by all possible users.

To ensure this purpose (the quality of AWS data), a well-designed quality control system is vital. Effort shall be made to correct all erroneous data and validate suspicious data detected by QC procedures. The quality of AWS data shall be known.

Quality assurance: All the planned and systematic activities implemented within the quality system, and demonstrated as needed, to provide adequate confidence that an entity will fulfil requirements for quality.

The primary objective of the quality assurance system is to ensure that data are consistent, meet the data quality objectives and are supported by comprehensive description of methodology. 

Note: Quality assurance and quality control are two terms that have many interpretations because of the multiple definitions for the words "assurance" and "control." 

Types of errors

There are several types of errors that can occur in case of measured data and shall to be detected by implemented quality control procedures. They are as follows: 

Random errors are distributed more or less symmetrically around zero and do not depend on the measured value. Random errors sometimes result in overestimation and sometimes in underestimation of the actual value. On average, the errors cancel each other out. 

Systematic errors on the other hand, are distributed asymmetrically around zero. On average these errors tend to bias the measured value either above or below the actual value. One reason of systematic errors is a long-term drift of sensors or sensor without valid calibration.

Large (rough) errors are caused by malfunctioning of measurement devices or by mistakes made during data processing; errors are easily detected by checks. 

Micrometeorological (representativeness) errors are the result of small-scale perturbations or weather systems affecting a weather observation. These systems are not completely observable by the observing system due to the temporal or spatial resolution of the observing system. Nevertheless when such a phenomenon occurs during a routine observation, the results may look strange compared to surrounding observations taking place at the same time.

Abbreviations

	AWS
	Automatic Weather Station

	B-QC
	Basic Quality Control

	BUFR
	Binary Universal Form of the Representation

	DPC
	Data Processing Centre

	E-QC
	Extended Quality Control

	GDPS
	Global Data-Processing System

	QA
	Quality assurance

	QC
	Quality control


CHAPTER II      BASIC QUALITY CONTROL PROCEDURES

Automatic data validity checking (basic quality control procedures) shall be applied at an AWS to monitor the quality of sensors’ data prior to their use in computation of weather parameter values. This basic QC is designed to remove erroneous sensor information while retaining valid sensor data. In modern automatic data acquisition systems, the high sampling rate of measurements and the possible generation of noise necessitate checking of data at the level of samples as well as at the level of instantaneous data (generally one-minute data). B-QC procedures shall be applied (performed) at each stage of the conversion of raw sensor outputs into meteorological parameters. The range of B-QC strongly depends on the capacity of AWS’ processing unit. The outputs of B-QC would be included inside every AWS message. 

The types of B-QC procedures are as follows:

· Automatic QC of raw data (sensor samples) intended primarily to indicate any sensor malfunction, instability, interference in order to reduce potential corruption of processed data; the values that fail this QC level are not used in further data processing.

· Automatic QC of processed data intended to identify erroneous or anomalous data. The range of this control depends on the sensors used. 

All AWS data should be flagged using appropriate Quality Control flags. QC flags are used as qualitative indicators representing the level of confidence in the data. At the B-QC level, a simple flagging scheme of five data QC categories is enough. The QC flags are as follows:

· good (accurate; data with errors less than or equal to a specified value);

· inconsistent (one or more parameters are inconsistent; the relationship between different elements does not satisfy defined criteria); 

· doubtful (suspect);

· erroneous (wrong; data with errors exceeding a specified value);

· missing data. 

It is essential that data quality is known and demonstrable; data must pass all checks in the framework of B-QC. In case of inconsistent, doubtful and erroneous data, additional information should be transmitted; in case of missing data the reason of missing should be transmitted. In case of BUFR messages for AWS data, BUFR descriptor 0 33 005 (Quality Information AWS data) and 0 33 020 (Quality control indication of following value) can be used.

I. Automatic QC of raw data

a) Plausible value check (the gross error check on measured values)
The aim of the check is to verify if the values are within the acceptable range limits. Each sample shall be examined if its value lies within the measurement range of a pertinent sensor. If the value fails the check it is rejected and not used in further computation of a relevant parameter.

b) Check on a plausible rate of change (the time consistency check on measured values)
The aim of the check is to verify the rate of change (unrealistic jumps in values). The check is best applicable to data of high temporal resolution (a high sampling rate) as the correlation between the adjacent samples increases with the sampling rate. 

After each signal measurement the current sample shall be compared to the preceding one. If the difference of these two samples is more than the specified limit then the current sample is identified as suspect and not used for the computation of an average. However, it is still used for checking the temporal consistency of samples. It means that the new sample is still checked with the suspect one. The result of this procedure is that in case of large noise, one or two successive samples are not used for the computation of the average. In case of sampling frequency five - ten samples per minute (the sampling intervals 6 - 12 seconds), the limits of time variance of the successive samples (the absolute value of the difference) implemented at AWS can be as follows: 

· Air temperature: 2 °C; 

· Dew-point temperature: 2 °C; 

· Ground (surface) and soil temperature: 2 °C;

· Relative humidity: 5 %;

· Atmospheric pressure: 0.3 hPa;

· Wind speed: 20 ms-1;

· Solar radiation (irradiance): 800 Wm-2.

There should be at least 66% (2/3) of the samples available to compute an instantaneous (one-minute) value; in case of the wind direction and speed at least 75 % of the samples to compute a 2- or 10-minute average. If less than 66% of the samples are available in one minute, the current value fails the QC criterion and is not used in further computation of a relevant parameter; the value should be flagged as missing. 

II. Automatic QC of processed data

a) Plausible value check 

The aim of the check is to verify if the values of instantaneous data (one-minute average or sum; in case of wind 2- and 10-minute averages) are within acceptable range limits. Limits of different meteorological parameters depend on the climatic conditions of AWS’ site and on a season. At this stage of QC they can be independent of them and they can be set as broad and general. Possible fixed-limit values implemented at an AWS can be as follows:

· Air temperature: -90 °C – +70 °C; 

· Dew point temperature: -80 °C – 50 °C; 

· Ground (surface) temperature: -80 °C – +80 °C; 

· Soil temperature: -50 °C – +50 °C;

· Relative humidity: 0 – 100 %;

· Atmospheric pressure at the station level: 500 – 1100 hPa;

· Wind direction: 0 – 360 degrees;

· Wind speed: 0 – 75 ms-1 (2-minute, 10-minute average);

· Wind gust: 0 – 150 ms-1  

· Solar radiation (irradiance): 0 – 1600 Wm-2;

· Precipitation amount (1 minute interval): 0 – 40 mm.

Note: There is a possibility to adjust the fixed-limit values listed above to reflect climatic conditions of the region more precisely, if necessary.

If the value is outside the acceptable range limit it should be flagged as erroneous. 

b) Time consistency check

The aim of the check is to verify the rate of change of instantaneous data (detection of unrealistic spikes or jumps in values or dead band caused by blocked sensors).

· Check on a maximum allowed variability of an instantaneous value (a step test): if the current instantaneous value differs from the prior one by more than a specific limit (step), then the current instantaneous value fails the check and it should be flagged as doubtful (suspect). Possible limits of a maximum variability (the absolute value of the difference between the successive values) can be as follows:

	Parameter
	Limit for suspect
	Limit for erroneous

	Air temperature:
	3 °C
	

	Dew point temperature: 
	2 - 3°C; 4 - 5°C 

	4°C

	Ground (surface) temperature:
	5 °C
	10°C

	Soil temperature 5 cm:
	0.5°C
	1°C

	Soil temperature 10 cm:
	0.5°C
	1°C

	Soil temperature 20 cm:
	0.5°C
	1°C

	Soil temperature 50 cm:
	0.3°C
	0.5°C

	Soil temperature 100 cm:
	0.1°C
	0.2°C

	Relative humidity: 
	10 %
	15%

	Atmospheric pressure:
	0.5 hPa
	2 hPa

	Wind speed (2-minute average)
	10 ms-1
	20 ms-1

	Solar radiation (irradiance):
	800 Wm-2
	1000 Wm-2


In case of extreme meteorological conditions, an unusual variability of the parameter(s) may occur. In such circumstances, data may be flagged as suspect, though being correct. They are not rejected and are further validated during extended quality control implemented at Data Processing Centre whether they are good or wrong. 

· Check on a minimum required variability of instantaneous values during a certain period (a persistence test), once the measurement of the parameter has been done for at least 60 minutes. If the one-minute values do not vary over the past at least 60 minutes by more than the specified limit (a threshold value) then the current one-minute value fails the check. Possible limits of minimum required variability can be as follows:

· Air temperature: 0.1°C over the past 60 minutes;
· Dew point temperature: 0.1°C over the past 60 minutes;
· Ground (surface) temperature: 0.1°C over the past 60 minutes
;
· Soil temperature may be very stable, so there is no minimum required variability.

· Relative humidity: 1% over the past 60 minutes
;
· Atmospheric pressure: 0.1 hPa over the past 60 minutes;

· Wind direction: 10 degrees over the past 60 minutes
;

· Wind speed: 0.5 ms-1 over the past 60 minutes
.

If the value fails the time consistency checks it should be flagged as doubtful (suspect). 

A calculation of a standard deviation of basic variables such as temperature, pressure, humidity, wind at least for the last one-hour period is highly recommended. If the standard deviation of the parameter is below an acceptable minimum, all data from the period should be flagged as suspect. In combination with the persistence test, the standard deviation is a very good tool for detection of a blocked sensor as well as a long-term sensor drift. 

c) Internal consistency check

The basic algorithms used for checking internal consistency of data are based on the relation between two parameters (the following conditions shall be true):

· dew point temperature ( air temperature; 

· wind speed = 00 and wind direction = 00; 

· wind speed ( 00 and wind direction ( 00;

· wind gust (speed) ( wind speed;

· both elements are suspect* if total cloud cover = 0 and amount of precipitation > 0
; 

· both elements are suspect* if total cloud cover = 0 and precipitation duration > 0
; 

· both elements are suspect* if total cloud cover = 100% and sunshine duration > 0;

· both elements are suspect* if sunshine duration > 0 and solar radiation = 0;

· both elements are suspect* if solar radiation > 500 Wm-2 and sunshine duration = 0;

· both elements are suspect* if amount of precipitation > 0 and precipitation duration = 0;

· both elements are suspect* if precipitation duration > 0 and weather phenomenon is different from type of precipitation;

            (*: possibly used only for data from a period not longer than 10-15 minutes).

If the value fails the internal consistency checks it should be flagged as inconsistent.

A technical monitoring of all crucial parts of AWS including all sensors is an inseparable part of the QA system. It provides information on quality of data through the technical status of the instrument and information on the internal measurement status. Corresponding information should be exchanged together with measured data; in case of BUFR messages for AWS data it can be done by using BUFR descriptor 0 33 006 – Internal measurement status (AWS). 

CHAPTER III
      EXTENDED QUALITY CONTROL PROCEDURES

Extended Quality Control procedures should be applied at the national Data Processing Centre to check and validate the integrity of data, i.e. completeness of data, correctness of data and consistency of data. The checks that had already been performed at the AWS site have to be repeated at DPC but in more elaborate sophisticated form. This should include comprehensive checks against physical and climatological limits, time consistency checks for a longer measurement period, checks on logical relations among a number of variables (internal consistency of data), statistical methods to analyze data, etc. 

Suggested limit values (gross-error limit checks) for surface wind speed, air temperature, dew point temperature, and station pressure are presented in the Guide on GDPS, WMO-No. 305, Chapter 6, (Quality Control Procedures). The limits can be adjusted on the basis of improved climatological statistics and experience. Besides that, the Guide on GDPS also presents internal consistency checks for surface data, where different parameters in a SYNOP report are checked against each other. In case of another type of report for AWS data, such a BUFR, the relevant checking algorithms have to be redefined; in case of BUFR corresponding BUFR descriptors and code/flag tables.

Internal consistency checks of data
An internal consistency check on data can cause that corresponding values are flagged as inconsistent, doubtful or erroneous when only one of them is really suspect or wrong. Therefore further checking by other means should be performed so that only the suspect / wrong value is correspondingly flagged and the other value is flagged as good.

In comparison with B-QC performed at AWS more QC categories should be used, e.g.:

· data verified (at B-QC: data flagged as suspect, wrong or inconsistent; at E-QC  validated as good using other checking procedures);

· data corrected (at B-QC: data flagged as wrong or suspect data; at E-QC corrected using appropriate procedures).

The different parameters in the AWS N-minute data report (N ( 10-15 minutes) are checked against each other. In the description below, the suggested checking algorithms have been divided into areas where the physical parameters are closely connected. The symbolic names of parameters with the corresponding BUFR descriptors used in the algorithms are explained in the table below.

(a) Wind direction and wind speed

The wind information is considered to be erroneous in the following cases:

· wind direction without any change and wind speed ( 0;

· wind direction is changing and wind speed = 0;

· wind gust (speed) ( wind speed;

(b) Air temperature and dew point temperature

The temperature information is considered to be erroneous in the following case:

· dew point temperature > air temperature;

· air temperature - dew point temperature > 5(C and obscuration is from {1, 2, 3} 

      (BUFR descriptor 0 20 025);

(c) Air temperature and present weather

Both elements are considered suspect when:

· air temperature > +5(C and type of precipitation is from {6, …, 12};

· air temperature < -2(C and type of precipitation is from {2};

· air temperature > +3(C and type of precipitation is from {3}; 

· air temperature < -10(C and type of precipitation is from {3};

· air temperature > +3(C and obscuration is from {2} or 

                                                 (obscuration is from {1} and character of obscuration is from {4})

           (BUFR descriptors 0 20 021, 0 20 025, 0 20 026);

 (d) Visibility and present weather

The values for visibility and weather are considered suspect when:

· obscuration is from {1, 2, 3} and visibility > 1 000 m;

· obscuration is from {7, 8, 9, 11, 12, 13} and visibility > 10 000 m;

· visibility < 1 000 m and obscuration is not from {1, 2, 3, 8, 9, 10, 11, 12, 13} 

                                    and type of precipitation is not from {1, … , 14};

· obscuration = 7 and visibility < 1 000 m;

· visibility > 10 000 m and type of precipitation is missing and obscuration is missing

                                            and weather phenomenon is missing

           (BUFR descriptors 0 20 021, 0 20 023, 0 20 025);

(e) Present weather and cloud information

Clouds and weather are considered suspect when:

· total cloud cover = 0 and type of precipitation is from {1, …, 11, 13, 14}


   or weather phenomenon is from {2, 5, … , 10}

     (BUFR descriptors 0 20 021, 0 20 023);

(f) Present weather and duration of precipitation

Present weather and duration of precipitation are considered suspect when:

· type of precipitation is from {1, … , 10, 13, 14} and precipitation duration = 0;

· type of precipitation is not from {1, … , 10, 13, 14} and precipitation duration > 0

     (BUFR descriptor 0 20 021);

(g) Cloud information and precipitation information
Clouds and precipitation are considered suspect when:

· total cloud cover = 0 and amount of precipitation > 0
;

(h) Cloud information and duration of precipitation

Clouds and duration of precipitation are considered suspect when:

· total cloud cover = 0 and precipitation duration > 0;

(i) Duration of precipitation and other precipitation information

Precipitation data are considered suspect when:
· amount of precipitation > 0 and precipitation duration = 0;

(j) Cloud information and sunshine duration
Clouds and sunshine duration are considered suspect when:
· total cloud cover = 100% and sunshine duration > 0;

For each check, if the checked values fail the internal consistency check, they should be flagged as erroneous or suspect (depending on the type of the check) and inconsistent. Further checking by other means should be performed so that only the suspect / wrong value is correspondingly flagged and the other value is flagged as good.

The symbolic name and the corresponding BUFR descriptor (as reference) used in QC algorithms (a) – (j) are as follows: 

	Symbolic name
	BUFR Descriptor

	Wind direction
	0 11 001

	Wind speed
	0 11 002

	Wind gust (speed)
	0 11 041

	Air temperature
	0 12 101

	Dew point temperature
	0 12 103

	Total cloud cover
	0 20 010

	Visibility
	0 20 001

	Type of precipitation
	0 20 021

	Precipitation character
	0 20 022

	Precipitation duration
	0 26 020

	Weather phenomenon
	0 20 023

	Obscuration
	0 20 025

	Character of obscuration
	0 20 026


For further treatment of data it is necessary to keep the results of the E-QC data quality control together with the information on how suspect or wrong data were treated (using sophisticated system of flags). The output of the quality control system should include QC flags that indicate whether the measurement passed or failed, as well as a set of summary statements about the sensors.

Every effort has to be made to fill data gaps, correct all erroneous values and validate doubtful data detected by QC procedures at the Data Processing Centre choosing appropriate procedures.  

CHAPTER IV       QC MONITORING

As real time quality control procedures have their limitations and some errors can go undetected, such as sensor drift or bias, as well as errors in data transmission, performance monitoring at the network level is required at meteorological data processing centres and by network managers. 

Effective real time QC monitoring as an integral part of a QC system has to include checks of the following items:

· Completeness of observations at the meteorological station;

· Quality of data;

· Completeness and timeliness of the collection of observational data at the centre concerned.

QC monitoring is intended to identify deficiencies and errors, monitor them and activate appropriate remedial procedures. Some assessment can be and should be performed in real time, whereas other evaluations can only be accomplished after gathering of sufficient data over a longer period. 

QC monitoring requires the preparation of summaries and various statistics. Therefore, it is necessary to built up a QC Monitoring System which has to collect different statistics on observational errors of individual meteorological variables, through a series of flags indicating the results of each check, and generate hourly, daily, weekly, monthly and yearly summaries of:

· The total number of observations scheduled and available for each variable (completeness of data);

· The total number of observations which failed the QC checks for each variable (quality of data) in case of:

· Plausible value check,

· Time consistency check,

· Check on a maximum allowed variability of an instantaneous value,

· Check on a minimum required variability of instantaneous values,

· Internal consistency check;

· The percentage of failed observations (quality of data);

· The error and threshold values for each failed observation (reason of failure);

· Root mean square (RMS) error / mean error / percentage failure for failed observations for each station (daily/weekly/monthly/yearly) (quality statistics).

Stations with large percentages of failed observations are probably experiencing hardware or software failures or inappropriate maintenance. These should be referred back to the network manager. 

The QC Monitoring System has to keep station monitoring statistics on the frequency and magnitude of observation errors encountered at each station. The statistics provide information for the purpose of:

· Monitoring quality of station performance,

· Locating persistent biases or failures in observations,

· Evaluating improvement of quality of observation data, performance and maintenance of station/network.
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RECOMMENDATION 1 "Standard and recommended variables for AWS"

Considering that:

1. The Manual on the GOS clearly prescribes the variables to be measured at the various types of weather observing stations.

2. Differences exist between the sets of variables to be measured by manned and automatic weather stations although there are no clear reasons for such differences.

3. Differences exist between the set of variables to be measured by synoptic, aeronautical and climatological stations although observational data is mutually exchanged between the various disciplines.

4. Uniformity in observations itself and in the selection of the variables to be measured at a weather station will be beneficial for all disciplines.

5. The sets of required variables to be measured by these disciplines overlap.

6. A standard set of variables shall be measured for all these disciplines, whereas other variables should be measured as recommended by technical commissions or Regional Associations.

The expert team recommended that:

1. CBS-Ext. (2006) considers further development of a basic set of variables to be measured by a standard AWS. This set should contain a list of standard variables to be reported, and an additional set of variables to be reported as recommended. This basic set should be developed in close collaboration with other technical commissions.

2. CBS-Ext. (2006) consider the publication of this basic set of variables in the next edition of the Manual of the GOS.

RECOMMENDATION 2 “Adoption of a World Geodetic System and a Global Geoid Model as references for positioning”

Considering that:

1. The position of a weather station is given by a longitude, a latitude and an altitude with respect to Mean sea level (MSL),

2. Presented longitude and latitude both require one universal standard positioning system as reference,

3. Mean sea level requires one universal global standard datum,

4. The standard reference system the World Geodetic System 1984 [WGS 84] is applicable for the world wide use by all applications used in meteorology,

5. Most regional and national systems refer to WGS84,

6. WGS84 is endorsed by international bodies, such as ICAO,

7. MSL is defined as the average sea surface level for all stages of the tide over a 19-year period, usually determined from hourly heights observed above a fixed reference level,

8. The fixed reference level for MSL is to be appointed or defined, and

9. A well defined Earth Geodetic Model like the EGM-96 is applicable for all applications in meteorology,

The expert team recommended that:

1. CBS-Ext. (2006) consider adoption of the World Geodetic System 1984 [WGS 84] as the primary reference for horizontal positioning,

2. CBS-Ext. (2006) consider adoption of the EGM-96 as the fixed reference level for MSL determination, and

The WMO Technical Regulations, WMO-No. 49, and the appropriate WMO Manuals and Guides are updated accordingly.

RECOMMENDATION 3 “Development of metadata catalogues”

Considering the development of WMO Core Profile of the Metadata Standards

The expert team recommended that the following catalogues should be developed:

1. Variables measured by a standard AWS (the Functional Specifications for AWS developed by the ET could be used for this purpose);

2. Instruments used for variables measured by standard AWS (information provided by manufacturers using a standardized template would be probably the most suitable approach);

3. Data processing procedures (algorithms) used by AWS;

4. Data quality control procedures used for AWS data.

RECOMMENDATION 4, “Update of BUFR/CREX”
Considering the development of metadata standard for AWS and their representation in TDCF,

The expert team recommended that the review of BUFR/CREX should be done with respect to the development of new descriptors, including the adjustment of AWS BUFR templates.

RECOMMENDATION 5 “Common BUFR template for any AWS”

Considering that:

1. Several BUFR templates exist for:

a. AWS data (one-hour period),

b. SYNOP and SYNOP MOBIL data,

c. SHIP data,

2. The AWS data template may also be used by manned (AWS) stations,

3. The AWS are often also surface synoptic stations, which should therefore report SYNOP data,

4. The current BUFR template for AWS data (one-hour period) contains parameters representative of period of times of maximum one hour,

5. The SYNOP BUFR template contains some parameters representative of period of times of 3, 6, 12 or 24 hours,

6. According to WMO resolution 40, Surface data have to be transmitted at synoptic hours and not necessarily every hour,

7. If the current BUFR template for AWS is used for transmission only at synoptic hours, some parameters over synoptic periods will be missing (for example amount of precipitation), and

8. In such conditions a synoptic AWS could have to transmit data both with the AWS data template and the SYNOP template.

The expert team recommended that:

1. The Expert Team on DR&C follows the issue of mixing/merging the current AWS template (for one-hour period) and the SYNOP template to a single template covering both AWS data to be transmitted hourly and SYNOP data to be transmitted at standard times; or

2. The ET-DR&C add some descriptors in the current AWS template to cover the few parameters which would be missing if an AWS BUFR is transmitted only at synoptic hours.

RECOMMENDATION 6 “Definition and use of an enlarged WMO station number”

Considering that:

1. There is a recommendation of ET on Observational data requirements and Redesign of the GOS (ET-ODRRGOS) to distribute data from high spatial resolution networks.

2. The current BUFR templates identify a station by a WMO block number (BUFR descriptor 0 01 001) and a WMO station number (0 01 002).

3. A WMO station number is limited to 999 (alphanumeric codes) or 1022 (binary).

4. For a given WMO block number, more than 999 observing stations (mainly AWS) sometimes exist. And the number of AWS is increasing.

5. Therefore, it is not always possible to allocate a WMO station number to an AWS. Consequently, some NMSs are using national station numbers, which cannot be reported in the current WMO BUFR templates. For stations with no WMO station number, the only solution to report data using the available WMO BUFR templates is to code this WMO station number as missing. This may not be a problem for some users, considering the high accuracy localization of the station, included in a BUFR message. But any link to metadata databases would be impossible due to this lack of reference station number.

The expert team recommended that:

The problem of the WMO station number limitations be taken into account in current and future BUFR templates.

RECOMMENDATION 7 "Variables in BUFR descriptors"

Considering that:

1. Variables stated by descriptors in the BUFR templates are not always traceable to a definition documented in any WMO document,

2. A number of variables given a descriptor cannot be uniquely explained due to lack of detail,

3. Due to this ambiguity unacceptable confusion and misunderstandings are introduced when decoding BUFR bulletins.

The expert team recommended that:

1. Variables stated as BUFR descriptor should be traceable to the International Meteorological Vocabulary (WMO No. 49), the Technical Regulations (WMO No. 49) or SI.

2. The indicated variables should be described in such a detail that any possible ambiguity is avoided.

ET-AWS Future Work Plan

	No.
	Task Description
	Person(s) Tasked
	Action(s)
	Deadline(s)
	Deliverable(s)
	Deadline

	1
	Collaborate with CIMO in defining a list of AWS Functional Specifications 
	Igor Zahumensky

Jitze van der Meulen
	Coordinate efforts with other programs and Commissions.
	December 2007
	Provide a complete table of functional specifications for AWS To be incorporated into an update to the CIMO Guide.
	December  2008

	2
	Develop the requirements and implementation plan for a robust, low power, continuous communications platform for all AWS, particularly those in remote locations.
	Jorge Rodrigues
	Coordinate efforts with other programs and Commissions in identifying and documenting user needs. Coordinate efforts with the ET-GOS.
	December 2007
	A set of requirements and a viable Implementation Plan for those communication strategies which show the greatest promise.
	December 2008

	3
	Develop the requirements and subsequent implementation plan for AWS hosted sensors to contribute directly to the calibration and ground truth of space-based observations.
	Karl Monnik
	Coordinate with other programs and Commissions in identifying candidate sensors. Coordinate efforts with the ET-GOS
	December 2007
	A set of requirements and a viable Implementation Plan for the suite of identified candidate sensors.
	December 2008

	4
	Develop the requirements for new sensors or the integration of sensors to meet the deficiencies of AWS following the migration from manual observations.
	William Wright
	Coordinate efforts with other programs and Commissions in identifying and documenting user needs. Coordinate efforts with the ET-GOS.
	December 2007
	A set of requirements and a viable Implementation Plan for the future implementation of such sensors once developed.
	December  2008

	5
	As we move forward toward a global system of systems the need for integration of point measurements with area measurements will be required.
	Michel Leroy
	Coordinate efforts with other programs and Commissions in addressing how fixed and mobile AWS observations can be integrated. Coordinate efforts with the ET-GOS.
	December 2007
	A strategic plan for the integration of AWS data.
	December 2008

	6
	Develop network guidelines and procedures to assist in the transition from manual to automatic surface observing stations.
	Karl Monnik
	Coordinate efforts with other programs and Commissions in identifying and documenting user needs. Coordinate efforts with the ET-GOS
	December 2007
	Guidelines for the transition from manual observations to automatic observations that can be incorporated into the CIMO Guide.
	December 2008

	7
	As new AWS data types are developed guidelines for their network implementation should in place. 
	Heng Zhou

William Wright
	Coordinate efforts with other programs and Commissions in preparing guidelines for the implementation of new data types from either new sensors or following the successful integration of sensors. Coordinate efforts with the ET-GOS.
	December 2007
	Guidelines for the implementation of data from new sensor types to be incorporated into the CIMO guide.
	December 2008

	8
	Develop the recommended four categories of AWS metadata.
	Michel Leroy

William Wright
	Coordinate efforts with other programs and Commissions prior to preparing these documents. Coordinate efforts with the ET-GOS.
	December 2007
	Metadata category lists for AWS platforms.
	December 2008

	9
	Develop Guidelines for the siting classification of AWS
	William Wright

Michel Leroy

Jitze van der Meulen
	Coordinate efforts with other programs and Commissions prior to preparing these documents.
	December 2007
	Approved set of guidelines for consideration by CIMO for inclusion to the CIMO Guide.
	December 2008


� If dew point temperature is directly measured by a sensor, the lower limit is to be used. If dew point is calculated from measurements of air temperature and relative humidity, a larger limit is recommended (taking into account the influence of the screen protecting the thermometer and hygrometer). A screen usually has different ‘system response time’ for air temperature and water vapour, and the combination of these two parameters may generate fast variations of dew point temperature, which are not representative of a sensor default, but are representative of the influence of the screen during fast variations of air temperature and relative humidity.


� For ground temperature outside the interval (-0.2 °C +0.2 °C). Melting snow can generate isothermy, during which the limit should be 0 °C (to take into account the measurement uncertainty).


� For relative humidity < 95% (to take into account the measurement uncertainty).


� For 10-minute average wind speed during the period > 0.1 ms-1.


� For 10-minute average wind speed during the period > 0.1 ms-1.


� Or greater than the minimum resolution of the rain gauge, to take into account the deposition of water  


   by dew, etc. 


� With the exception of snow pellets, which can occur with cloud cover = 0


� Or greater than the minimum resolution of the rain gauge, to take into account the deposition of water by dew, etc. 





