Data processing and forecasting systems

Dissemination of limited area model products including EPS

A description of the Numerical Weather Prediction systems operated by the NMHSs, NMSs and the ECMWF, including Limited Area Models and some information on the infrastructure elements, as given in the Annual Global Data Processing technical Progress Report Series No. 12 WMO/TD-No. 1148 is summarized in the table given in annex 1. Updated information on models runned by centres, resolution and dissemination is given in the 3.1(3) document (“Status of data processing and forecasting systems”) of the Secretariat. 

Some centres are already running operational Non-Hydrostatic high resolution models and many are running meso-scale models. Next significant step should be achieved around 2008 in advanced centres with the implementation of operational Non-Hydrostatic high resolution models (2-3 km mesh). This will for instance enable to address in operational modes issues related to the coupling of  hydro-meteorological models for prediction of flash-flood events. This however is not only a matter of development but necessitate proper modelling of convective events and enhanced meso-scale data assimilation techniques (including radar data), meaning some research actions.

Limited area models are (or were) developed by the RA VI consortia that are listed bellow (see also the annex 2 table for memberships).

	ALADIN
	Aire Limitée Adaptation Dynamique Développement InterNational
	http://www.cnrm.meteo.fr/aladin/

	COSMO
	COnsortium for Small scale MOdelling
	http://www.cosmo-model.org/

	HIRLAM
	High Resolution Limited Area Model
	http://hirlam.knmi.nl/

	RC-LACE
	Regional Center for Limited Area modelling in Central Europe
	http://www.chmi.cz/meteo/ov/lace/ 

(web site to be redesigned).

	SELAM
	South east Europe Limited Area Model group 
	

	UM
	Met Office Unified Model
	http://www.metoffice.gov.uk/research/nwp/numerical/unified_model/


Table. European Consortia dedicated to LAM Models.

Available operational models in Europe as well as memberships to consortia are listed in the table given in annex 2 (models actually used for operational forecasting applications must however be checked in other tables). While these tables may need to be updated, they probably give a good overview of the underlying infrastructure organizational aspects.

The concept of a cascading forecasting system in particular to provide guidance on severe weather systems from the global and medium range forecasting global models down to the short range meso-scale models was previously mentioned in RA VI. Ensemble Prediction Systems are now implemented for medium and long ranges operational applications (ECMWF, Bracknell, Toulouse) and demonstration or research actions are conducted for the short range including the use of Limited Area Models. Promising results on precipitation forecasts, related to the use of EPS with a LAM model (COSMO-LEPS) have for instance been reported in the last ECAM conference (Applications of meteorology) in Roma 2003. Short range ensemble forecast system (PEACE) has also been tested, including assessment by forecasters, in Toulouse. Precise status and mode of implementation (research/development, demonstration, semi-operational, operational) of LAM or short EPS systems as well as verification results would need to be reviewed at this point. Future plans of other consortia like ALADIN will probably include development of EPS and this will also need to be reviewed.

Other initiatives or research actions related to the application of EPS meteorological forecasts to end-users applications have to be mentioned.

Past research projects like the FP5 EFFS projects (Delft Hydraulic, ECMWF, NMHSs, hydrological services, JRC) have addressed the use of EPS for medium range hydrological forecasting with some success. 

This should have a follow-up toward an operational implementation in collaboration between JRC and ECMWF (EFAS). 

Other initiatives in the same direction includes the EUMETNET effort to develop and implement operational hydro-meteorological coupled systems for plain flood forecasting. This will be done in the framework of an integrated FP6 project on risk management issues (EURORISK-PREVIEW) that will be submitted to the thematic Aeronautic and Space, in the frame of GMES. The Expression Of Interest that has been endorsed by the EUMETNET and first justified setting up the project is the one primarily called “CLIMMET-RISK”. It will be monitored by a EUMETNET working group on GMES. 

ESA RISK-EOS project 2003-2004 (application of Earth Observation to risk management including Forest Fire and Floods) is one of the GMES Service Elements projects. It is targeted to the definition of services portfolio and strategic planning of future implementation projects on risk management (with some demonstration of pilot services, while not making use LAM, except a SVAT scheme and a simplified run-off model). EPS is promoted in the proposed planning as one development issue. 

Directly related to scientific issues of EPS and short range forecast with application to risk management (floods, flash-floods, Forest Fire), an other project, leaded by the Met Office, in collaboration with COSMO, Météo-France and JRC has also been recently submitted as a “STREP” to FP6. This project will therefore cover part of the implementation plan on EPS drafted in RISKEOS. 

Coordination of efforts and projects to be conducted in the FP6 or ESA framework or as EUMETNET supported programmes will have to be considered. An other EOI leaded by COSMO (on Short Range Numerical Weather Prediction modeling) was also targeted to develop EPS forecasts. Integration or coordination status with the mentioned STREP is to be checked.

Finally a possible strategy developed while preparing the EURORISK proposal is to be cited and may provide the basis for a progressive enhancement of capabilities related to EPS and risk management issues across Europe :

“The development of skilful high-resolution ensemble forecasts combining models from a number of centres and of dynamically-interactive forecast systems which identify areas to target observations requires substantial research effort over several years. To benefit from current and future research activities with minimal delay it was first envisaged  to design a platform to use forecast information from various available operational centres which produce high resolution short range forecasts (up to a few days ahead). The available forecasts will be combined together to provide a prototype multi-centre ensemble prediction capability. This will allow the generation of probability forecast information essential for determining the risk of a particular hazard. The combining of information from different centres will also provide the co-ordination of information that will provide a unified response to risk across Europe.”

To summarize, issues related to the dissemination of EPS products based on LAM are :

· Research issues related to setting up efficient EPS making use of LAM (multiple models and multiple runs approach).

· Status and assessment of LAM EPS running in research or demonstration (or semi-operational) mode at the present time.

· Promotion of results.

· Application of LAM EPS or SRNWP EPS to applications such as flood forecasting (and probably later on to Flash Flood forecasting making use of high resolution models) and promotion of Meteorological centers and NMHSs as service providers and operators in the risk management domain in Europe (with respect to GMES initiative in particular).

There seems to be some mature results (at least in term of implementation of demonstration systems, to be assessed in terms of accuracy and efficiency for applications) and there is a major trend in centers or consortia which are planning to make use of EPS.

· A review is needed on results, plans from the consortia (LAM consortia or EUMETNET specific consortia on risk management or EPS issues), respective requirements of NMSs. 

· Possible coordination or cooperation of or between existing effort is to be examined. 

· Development or methodologies for forecasters and promotion of results toward meteorological centers and end-user is to be made (user requirements, products definition, services definition).

· Training issues specific to meso-scale modeling will have to be addressed provided that operational applicability of products is demonstrated. This may greatly defer from medium range EPS.

Provision of severe weather forecasts and warnings

EMMA European Multiservice Meteorological systems targeted at the general public, authorities and forecasters, may be a basis for exhange of information on severe weather events and (in some sense) warnings. EMMA integrates the existing information as available from the NMSs while not competing with national procedure (no harmonization  being required).

EMMA would enable a possible coordination between NMCs with a possibility to publish information within the centers before issuing it to the public server.

However EMMA is not a definite response to the need for cooperation and exchange of information between forecasting centers and continuing effort should be devoted to defining means to enhance the bilateral or multilateral cooperation :

· Regional plans for risk management an warnings (bilateral or multilateral)

· Inventory and exchange of relevant technical documents (standardization when needed).

· Working instruction for forecasters to establish links with other centers in given situations.

· Exchanges of forecasters to facilitate contacts.

· Training an exchanges on centers best practices, and training in … foreign languages.
EMMA makes appear some open questions :

· Possible harmonization of decision criteria (this however will however been hardly endorsed by centers because it might conflict with national procedures).

· Qualification of events (making understandable the forecast of the intensity levels).

· Qualification of consequences.

· Near real time warning system to be in the best position to compete with private companies.

Projects that have been cited on EPS and related to risk management are also relevant under the aspects of severe weather. It must be added that the EUMETNET has set up a working group to study how to transport the JRC system on Forest Fire risk estimation (EFFRFS). Questions related to harmonized risk index and calibration, possible cooperative approach, exchanges of precipitation data (as well as status for dissemination of results) are to be examined.

Enhanced collaboration between NMHSs and national competent authorities

Issues 

· National Contact Point (Warning, Abroad) (instead of national competent authorities). 

· Changes of procedures. 

· Training.

· Feed back needed

Background

· Last JINEX-1 and table top exercise, JINEX-2

· 2002 update of the Joint Plan.

· Recommendations of last EER Coordination team meeting to develop EPS.

Work plan and future steps

· Progress made on models and CTBTO test to be continued

· Strengthen relations between NMHSs and RSMC. Redefine products in the framework of ENSEMBLE approach.

· Design of web sites.

· Quality management issues and enhancing relations with RSMCS, NMSs, animation of the dialog.

Annex 1  Numerical Prediction Suites operated by the HNMSs and NMSs as from 2002 GDPS technical report.

	Centre
	Suites
	Capabilities

	Armenia
	No NWP suite. Implementation of DWD LM and GMM NWP models is planned 
	

	Bulgaria
	Uses DWD hydrostatic high-resolution regional model HRM model.
	

	Denmark
	DMI-HIRLAM model 

Four nested models : DMI-HIRLAM-G, DMI-HIRLAM-N, DMI-HIRLAM-E and DMI-HIRLAM-D, 40 vertical levels.

Lateral boundary values for “G” are provided by the ECMWF.
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	NEC-SX6, 2 nodes with 8 processors each.

	ECMWF
	Model :

Smallest half-wavelength resolved :  40 km (triangular spectral truncation 511)

Vertical grid : 60 hybrid levels (top pressure: 10 Pa)

Number of grid points in model : 20,911,680 upper-air, 1,394,112 in land surface and sub- surface layers.  The grid for computation of physical processes is a reduced, linear Gaussian grid, on which single- level parameters are available. The grid spacing is close to 40 km.

Ensemble Prediction System : same model as used for data assimilation and deterministic forecast, except for :

Initial perturbations generated from singular vectors at T42 resolution. 10-days forecasts are perturbed through random perturbations of the physical tendencies (stochastic physics).

50 ensemble members at TL255 resolution (linear grid), 40 levels.

Run for 00 and 12 UTC, 10 days forecast range.


	For operational activities :

Fujitsu VPP5000 : 100 Processors, 400 GB memory, 5.3 TB Storage
3 x HP K580 machines :
18 Processors, 2.2 GB memory, 0.4 GB Storage
5 x IBM Nighthawk nodes : 18 Processors, 22 GB memory, 4 TB Storage

Ready for use :

2 IBM Cluster 1600 : 1820 Processors, 2500 GB memory, 9.6 TB Storage.

3 x IBM p660 nodes : 14 Processors, 16 GB memory, 7 TB Storage

	FMI
	The “Atlantic suite” (ATA) contains a complete data-assimila​tion/forecasting system. It is run to +54 hours four times a day, based on 00, 06, 12 and 18 UTC data. The resolution is 0.4° x 0.4°in the horizontal and 31 levels in the vertical. The geographical area covers Europe, North Atlantic and parts of North America. Forecasts received from ECMWF are used for lateral boundary values in the Atlantic suite.

The integration area of the other suite (called ENO) covers mainly the northern Europe. It contains a full data assimilation/forecast system and uses boundary values from the ATA suite with a frequency of three hours. The resolution is 0.2° in the horizontal and there are 31 levels in the vertical. The forecast length is 54 hours.

Hirlam is run on an IBM eServer Cluster at the Centre for Scientific computing.
	A Cray T3E system

One IBM pSeries 690 node of the IBM cluster, containing 32 Power 4 processors, for running Hirlam. There is 32 GB of memory  in one node and the clock frequency of the processors is 1.1 GHz.

An Origin 2000 as a backup computer.

	France
	ARPEGE system (0-96 hours)

ARPEGE-IFS is a common Météo-France / ECMWF development. ARPEGE is the french name (Action de Recherche Petite Echelle Grande Echelle) while IFS is the name used at Reading (Integrated Forecast System). It is a tunable system based on a global spectral model.
ARPEGE-IFS uses Schmidt's transformation leading to variable mesh configurations, having a pole of maximum resolution and a resolution varying continuously from that pole to the antipode (Courtier and Geleyn 1988). T being the nominal truncation and C the "stretching factor", the local resolution of the model is T x C over the pole, and T / C at the antipode.

The present version  is T298 C3.5 having its pole in France (46.5N,2.6E), leading to a horizontal resolution of the linear grid of 19 km over France and 230 km over New Zealand.

The number of vertical levels is 41, with an increased density in the low atmosphere. The first level is at 1 hPa, and the lowest one at 18m above the ground.

ALADIN (0-48hours)

ALADIN is a limited area version of ARPEGE-IFS. This implies that :

·  ALADIN is spectral (like ARPEGE-IFS)

·  As spectral-LAM it works on a biperiodic domain and uses bi-Fourier horizontal transforms

·  Its physics and ARPEGE's one are identical

·  It gets initial and lateral boundary conditions from ARPEGE

Up to now ALADIN is run in pure dynamical adaptation mode, i.e. without own data assimilation. The operational version is semi-lagrangian (usual time step 415.385.s), with elliptic linear grid type truncation E149x149 on Lambert projection domain (54°95N/33°66N,-11°18W/19°64E), leading to an equivalent finite difference resolution of roughly 9km.

	NWP operational models are run on a FUJITSU VPP5000 (31 processors, 21 with 8 Gbytes memory each, the others with 4Gbytes memory each)



	Georgia
	No NWP suite.
	

	Germany
	The modelling suite at DWD consists of the global icosahedral-hexagonal gridpoint model GME (average mesh size ~ 60 km, 31 layers) and the nonhydrostatic limited-area “Lokal-Model” LM (mesh size ~ 7 km, 325 x 325 gridpoints/layer, 35 layers). 

Forecast runs of GME and LM after the main synoptic hours 00, 12 and 18 UTC consist of 48-h forecasts for LM and 174-h forecasts (48-h for 18 UTC) of the GME.
	IBM RS6000 SP

Operating System AIX 4.3ADVANCE \D 5.90

28 Power3-II Nodes (448 Processors, 375 MHz)


8 or 16 GB Memory per processor


SP Switch 2

0.6 TB disk space


ADVANCE \D 5.90Dedicated to operational forecasts



	Greece
	Uses DWD LM model.
	

	Hungary
	ALADIN/HU Model

Domain covering continental Europe. Twice a day at 00 and 12 UTC, 48 hrs forecast range. 432x384 points in horizontal. 37 vertical levels. Approximately 6,5 km of horizontal resolution.

Coupling with ARPEGE global model.
	IBM Regatta p690 server, 32 processor (1,3 Ghz processors)

	Italy
	The forecast system is based on the ECMWF 12 utc run, which is used for initializing the national LAM (HRM), the nested Euro-HRM both run at 00 and 12 utc, and the non-hydrostatic LAMI.

Characteristics of EURO-HRM implementation :

Domain size: 


181 x 121

Grid spacing:


0.5 (56 km)

Number of layers:


31

Forecast range:


72 hrs

Initial time of model run:

00/12 UTC

Lateral boundary conditions:
IFS (ECMWF)

External analysis:


External analysis

Status:



Operational

Characteristics of HRM implementation:

Domain size:


151 x 101

Grid spacing:


0.25 (28 km)

Number of layers:


31

Forecast range:


48 hrs

Initial time of model run:

00/12 UTC

Lateral boundary conditions:
IFS (ECMWF)

Initial state:


EURO-HRM

External analysis:


None

Status:



Operational

Hardware:


Compaq DS20E

N° of  processors used:

2

Characteristics of  LAMI operational implementation

Domain size:


234 x 272

Grid spacing:


0.0625 (7 km)

Number of layers:


35

Forecast range:


48 hrs

Initial time of model run:

00/12 UTC

Lateral boundary conditions:
GME (DWD)

Initial state:


GME (DWD)

External analysis:


None

Hardware:


IBM SP4 (CINECA - Bologna)

N° of  processors used:

32



	EURO-HRM :

· Hardware: Compaq DS20E

· 2 processors used

HRM :

· Hardware: Compaq DS20E

· 2 processors used

LAMI :

· Hardware: IBM SP4 (CINECA - Bologna)

· processors used



	Poland
	Uses DWD LM model.
	

	Portugal
	Mesoscale limited area model hereafter called ALADIN/Portugal model run at 00 and 12 UTC, 48 hrs forecast range. It is run in dynamical adaptation mode. Initial and boundary condition are provided by global model ARPEGE (via Méteo-France).

The domain covers the Iberian Peninsula and part of the neighbouring Atlantic Ocean and has 100 x 90 point size with 31 vertical levels and 12.7 Km horizontal resolution; the coupling frequency is 6h.


	1 DecAlpha XP1000 server, with 1 Gbytes of memory

	Romania
	Uses DWD hydrostatic high-resolution regional model HRM model.
	

	Russian Federation
	Global spectral T85L31 model run twice a day for 00 and 12 UTC at  84 and 240 hrs of forecast range. 
	CRAY  Y-MP 8E  computer

	Slovenia
	ALADIN
	14 dual processors nodes cluster of workstations. Linux SCore OS.

28 Intel Xeon 2.4 Ghz processors, 28 GB of memory, 0.5 TB of disk space.



	Switzerland
	The MeteoSwiss short range forecasting system uses a Swiss version of the German DWD Local Model, called aLMo for alpine model. Lateral boundary conditions are provided by the global model GME of the DWD. A continuous data assimilation suite and two daily 48 hours forecast are calculated, with initial time of 0 and 12 UTC. 
	The Forecasting System is operated externally at the Swiss Centre for Scientific Computing (SCSC). 

Main System: NEC SX5 consisting of a single node with 16 CPU’s, 8 gigaflops each and 64 Gbytes of shared main memory.

	Spain
	Uses DWD hydrostatic high-resolution regional model HRM model.
	

	United Kingdom
	The Unified Model (UM) is used for short and medium range forecasting.

Medium-range forecasting system (4-10 days)

Integration domain
Global.

Horizontal grid 
Spherical latitude-longitude with poles at 90ºN and 90ºS. Resolution: 0.56º latitude and 0.833º longitude. Arakawa ‘C’-grid staggering of variables. 

Vertical grid
38 levels

Charney-Philips grid staggering of variables. The normalised vertical co-ordinate ( is hybrid in height, varying from ( = 0 at the surface to the top level at ( = 1, where zero vertical velocity w is applied. The lowest level is purely terrain following and there is a smooth (quadratic) transition to a specified number of 'flat' upper levels where the height of each point at a level is constant. 

Short-range forecasting system (0-72 hours) : mesoscale model

The mesoscale model is identical to the global model in all respects, except the following:

Integration domain
The British Isles and all surrounding sea areas, near-continental Europe and southern Norway (approximately 64ºN-44ºN, 12ºW-13ºE).

Horizontal grid
Spherical rotated latitude-longitude with pole at 37.5ºN, 177.5ºE. Resolution: 0.11º.

Boundary values
Specified from global forecast model with the same data time (forecasts from 00, 06, 12 and 18 UTC).
	Cray T3Ea (880 Processor Elements) and Cray T3Eb (640 PEs)




Annex 2 Operational Numerical Weather Prediction models in Europe as at November 2002, compiled by D. Majewski, DWD, Germany with consortium affiliations as of 22nd of September 2002 (EUMETNET-SRNWP, Short Range Numerical Weather Prediction group and EOI). Countries are classified according to their limited area or global operational model(s) and may appear more than once in the table.
	Country 
	Model
	Mesh size (km)
	Consortium memberships

	Denmark
	HIRLAM
	47, 17,6
	HIRLAM

	Finland
	HIRLAM
	44, 22 
	HIRLAM

	Iceland
	
	
	HIRLAM

	Ireland
	HIRLAM
	16 
	HIRLAM

	Netherlands
	HIRLAM
	22,11 
	HIRLAM

	Norway
	HIRLAM
	56, 11, 5 
	HIRLAM

	Spain
	HIRLAM
	56, 22 
	HIRLAM

	Sweden
	HIRLAM
	44, 22 
	HIRLAM

	Austria
	ALADIN
	10
	ALADIN (RC-LACE)

	Belgium
	ALADIN
	7
	ALADIN

	Bulgaria
	ALADIN
	9
	ALADIN (SELAM)

	Croatia
	ALADIN
	8
	ALADIN (RC-LACE)

	Czech Rep.
	ALADIN
	12 
	ALADIN (RC-LACE)

	France 
	ARPEGE 
	(variable)
	ALADIN

	
	ALADIN
	10
	

	Hungary
	ALADIN
	8
	ALADIN (RC-LACE)

	Poland
	ALADIN
	14
	ALADIN

	Portugal 
	ALADIN
	13
	ALADIN

	Romania
	ALADIN 
	10
	ALADIN (SELAM)

	Slovakia
	ALADIN
	7
	ALADIN (RC-LACE)

	Slovenia
	ALADIN 
	11
	ALADIN (RC-LACE)

	Bulgaria 
	HRM 
	28
	

	Germany
	GME
	60
	COSMO

	
	LM
	7
	

	Greece
	LM
	14 
	COSMO

	Italy
	
	
	COSMO

	Italy-Bologna
	LM
	7
	

	Italy-Rome
	HRM
	56
	

	
	
	28
	

	Poland
	LM
	14, 7
	ALADIN, COSMO

	Romania
	HRM
	28
	ALADIN (SELAM)

	Switzerland 
	LM
	7
	COSMO

	Yugoslavia
	ETA
	16
	

	United Kingdom
	UM
	60, 12
	UKMO

	Poland
	UM
	17
	ALADIN, COSMO

	ECMWF
	IFS
	40
	


