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Summary and Purpose of Document
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ACTION PROPOSED

The meeting is invited to take the content of this document into consideration.
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1. Background

1.1 The fourteenth session of the Regional Association VI, 7-15 September 2005, re-established the Working Group on Planning and Implementation of the World Weather Watch in Region VI [1], including :

·  coordinators of the subgroup on regional aspects of the  ISS (Eastern and Western)
1.2 The RA VI session set 13 tasks to support the regional aspects of Information Systems and Services (Global Telecommunication System and Data Management) and accepted an Action Plan [2]. A form for monitoring the Action Plan was designed by the RA VI Steering Group on Strategic Planning [3]. 

1.3 The status of the ISS was presented by the Coordinators on the ISS in RA VI to the ICT-ISS meeting, 18-22 September, 2006 [4].

1.4 The Working Group PIW coordinators/rapporteurs met in January 2007. The Coordinator of the Sub-group on Regional Aspects of the ISS for Eastern and Central Europe was unable to attend but presented a status report jointly with the Coordinator Central and Western Europe for review [5].

1.5 The status of implementation of the ISS in the South-Eastern and Eastern parts of Region VI gave the Association the greatest concern.

2. The Status of the RMTN in Central and Eastern Europe
The status of the telecommunications in the central and eastern part of Europe, in general, is satisfactory except for its south-eastern part. The overwhelming number of the RMTN circuits functions via the RMDCN and uses TCP/IP as a transport protocol. Some of the circuits use dedicated digital lines at the rate of 64-128 kb/s or analogue lines at the rate from 9.6 to 21.6 kb/s. In the south-eastern part of Europe, some lines were implemented via Internet (Moscow-Baku, Sofia-Tirana, Sofia-Podgorica, Sofia-Sarajero). Moreover, 3 lines (Moscow-Helsinki, Moscow-Tehran, Sofia-Damascus) are not implemented and 4 do not function (Kiev-Kishinev, Baku-Tbilisi, Sofia-Belgrade, Sofia-Larnaka). The Moscow-Helsinki, Kiev-Kishinev, Baku-Tbilisi lines should be excluded from the RMTN plan as appropriate NMCs and RTHs do not have plans for their use.

11 NMCs of the eastern and south-eastern part of Europe are not connected to the RMDCN due to the fact that they do not have financial means for it but some of them are planning such a connection.
The status of lines in Central and Eastern Europe is given in Table 1. The scheme showing the current state of the RMTN in Region VI is given in Fig.1.

For an extended discussion of the state of telecommunications in the area of responsibility of the RTH Sofia see the document presented by Mrs. Marianna Grueva-Alfanova, RTH Sofia Focal Point (Annex 1) and on the area of responsibility of the RTH Moscow (Annex 2).
None of the RA VI countries is carried out radio teletype or radio facsimile transmissions as it was announced in Volume C 2 and in Manual on GTS, Volume 2, Regional Aspects, Region VI, Par. 3.7.4, Par. 3.9.

3 satellite broadcasting systems in Europe (RETIM-2000, EUMETCast, METEOINFORM) transmit data and products to DVD-S channels.
3. The prospects of using the RMDCN in Eastern and South-Eastern Europe

The main problem 0f using the RMDCN in this part of Europe is its cost. The significant number of NMCs is oriented to the use of VPN Internet channels that are several times cheaper as compared with the cost of the RMDCN. And as this takes place, the NMCs are not embarrassed by the fact that Internet is not sufficiently reliable.

The NMCs Baku, Tirana, Podgorica, Sarajevo are among them.

The NMC Baku looks forward to the allotment of sufficient means in order to be connected to the RMDCN in 2009. Such a desire derives from the fact that the cost of an envisioned telephone channel to Moscow became higher that the cost of the connection to the RMDCN. The cost of the Kishinev-Moscow and Erevan-Moscow telephone channels is still significantly lower that the connection to the RMDCN. “The Orange Co.” cannot offer for the NMC Minsk a connection to the RMDCN at the rate higher than 128 kb/s. For the NMC Kiev, there is not yet a possibility to be connected to the RMDCN due to the lack of proposals from “The Orange Co.”. On this basis, the NMCs Minsk, Kiev, Kishinev, Tbilisi are going to continue the cooperation with the RTH Moscow over the dedicated telephone channels. 

4. The Use of Internet

In the eastern and south-eastern part of Europe, Internet is used:

· as a medium for arranging the VPN-channels with RTHs;

· to receive additional data which is not transmitted over the GTS;

· for data collection from an observation network;

· as a back-up to dedicated circuits;

· to provide data to users.

As an example, we can cite the operation of the NMC Tbilisi – the RTH Moscow which is implemented through the dedicated telephone channel inoperative already for more than 9 months due to the problems of the last mile in Tbilisi. During almost all the period of the lack of an operable channel the NMC Tbilisi received from Moscow and transmitted its data to the RTH Moscow through a web-server. For the last 3 weeks due to the problems of access to the server available at the NMC the RTH Moscow generates a specific agreed software with data and maps for the NMC Tbilisi which it receives by e-mail. Likewise, data transmission from the NMC Tbilisi from the NMC Tbilisi to Moscow is carried out. 
5. Data Management

Data collection over the Region VI is in general satisfactory and exceeds the results of other Regions. However, in the south-eastern part of the region, the results of data collection are significantly lower than on average over the Region at a level from 94 % to 95 % as compared with the expected ones, this data collection in the area of responsibility of the RTH Moscow being from 90.25 % to 91.38 % at the RTH Sofia from 92 % to 92.1 %. But these not bad results of synoptic data collection were also obtained at the expense of almost 100 % of data collection over the territories of Belarus, Ukraine, Russia, Moldova in the area of responsibility of the RTH Moscow and over the territories of Bulgaria, Romania – 100 %, Cyprus – 100 %, Slovenia – 100 % in the area of responsibility of the RTH Sofia. As this takes place, the results of synoptic data collection from the territory of Azerbaijan are from 55 % to 57 %, Georgia – 82 %. The reasons of improper results of data collection from these countries are as follows: the absence/miss of observations at the stations due to the lack of staff or electrical supply, the absence of reliable means of communication with the stations, the lack of skilled staff at the NMC providing the functioning of connection means, the absence of guaranteed electrical supply at a NMC.
The majority of countries in this part of the Region changed or are changing to the use of cellular communication in the mode of GPRS or GSM (more seldom) and Internet resulting in the significant reduction of costs of data collection. However in this case the reliability of data collection became lower, as under extreme circumstances these networks experience overloading and even stop functioning.

The upper air data collection over the Region varies from 78 % to 79%, and what’s more in the area of responsibility of the RTHs Moscow and Sofia are from 58 % to 59.3 %. Such a result of upper air data collection to a greater extent depends on the conduction of observations and to a lesser extent on the state of communication. In August 2008, the monitoring of SM, US, CU, CS, SI data arrival was carried out at the RTH Moscow in their area of responsibility of the RTH Sofia. The results of the monitoring were compared with the results of the SMM (Annexes A, B, C, D, E) that in general coincide, however, some discrepancy also takes place both in the lists of the stations subjected to be monitored and in the volumes of data arrival.
The discrepancies in the lists of stations which are transmitted in the bulletins different from those published in Volume C 1, are indicated in the notes to the annexes A, B, C and D. In the same place, the stations which data does not arrive regularly in the WMO GTS are listed.
In this connection, it is suggested:

1. Azerbaijan, Slovenia, Bosnia and Herzegovina, Macedonia, Syria, Albania, Cyprus and Serbia should insert changes into the bulletins transmitted or into Volume C 1.

2. CCCC should be assign to some countries of the former Yugoslavia (Montenegro, Bosnia and Herzegovina) and these countries should be appointed to the area of responsibility of the RTH Sofia.

3. Albania should be asked to clarify the situation of data transmission to the WMO GTS. The data of Albania is not included in the monitoring conducted by the WMO.
4. The fact that some countries (Macedonia, Azerbaijan) in the course of preparation for the meeting introduced corrections for the lists of stations or for the bulletins transmitted should be taken into account.

5. All the NMCs should be asked to notice in time the Secretariat of the WMO of the changes inserted into the Catalogue of Meteorological Bulletins (Volume C 1).

6. Future WMO Information System

In the central and eastern part of Region VI, only the Russian Federation schedules in the immediate future (2008 to 2009) the development and installation of a GISC/DCPC prototype correspondingly in Moscow and Obninsk.
At present a tender for a scientific research work is declared as a result of which running GISC/DCPC prototypes will be developed providing:

· integration of dedicated data sources (10 to 15 units of resources);

· data collection and metadata base maintenance, reception of metadata with a given discreteness, the access granting and the dispatch of a reference on the status of data sources;

· reception and inclusion of metadata in GISC/DCPC DB from the WIS on 3 to 5 units of resources;

· access, table-graphical and map-graphical provision of information on the request of a user registered; 

· arrangement of the work of specimens of information cooperation/maintenance/management subsystems;

· function of network infrastructure on the IP protocol basis.

Moreover, a draft project and technical specifications for bringing the GISC/DCPC specimens to industrial will be developed.
7. The Activity of Coordinator on Central and Eastern Europe

1. The control of the status of implementing the RMTN in Central and Eastern Europe was carried out. In the context of the transfer of the RMDCN operation to the MPLS protocol and changes required in the implementation of the RMTN a new configuration of the RMTN taking into account all the changes was prepared.
2. Coordinator took part in the ROC RMDCN meeting, requested and received new conditions of the connection to the RMDCN for the NMCs not yet accessed to it that were forwarded by the NMC.

3. Possible changes in planning the GTS and the RMTN associated with the transmission of the RMDCN to the MPLS and the WIS implementation are discussed.

4. In the context with ceasing the transmission of aviation maps from the WAFC London, the WMC Moscow carried out their generation and dissemination in its area of responsibility to the WMCs concerned.
5. Studies of the potential of using the GLORIAD project for changing the big volumes of processed information and satellite data between large centres producing this information were conducted. The result is positive. The information material is presented in Annex 3.

6. As a participant of various expert teams Coordinator discussed the matters of the WIS creation and its basic elements, i.e. GISCs and DCPCs.

7. On the constant basis, real-time and non-real-time monitoring of observation data collection/exchange is carried out. According to the results of its analysis, proposals on eliminating the deficiencies identified are issued.

8. The order of using the GTS and RMTN for the transmission of upper air observations when making the experiment on additional and upper air observations in Asia Pacific region within the framework of the T-PARC THORPEX programme was agreed.

9. Coordinator conducted meetings with the representatives of the NMCs Minsk, Kishinev, the RTH Sofia as well as discussed by phone the problems of telecommunication with the NMCs Baku, Tbilisi and Kiev.

Table 1

	№
	Circuit


	Status
	Technical info:

LS - LinkSpeed

BW – BandWidth

CoS – Class of Service

MCS – Mission Critical Site 
	Protocol
	Data type
	Future

(2009-20010)

	1. 
	Moscow –

Exeter


	MTN
	IP/VPN MPLS (OBS):

Moscow: LS/BW=512K/512K

CoS:Gold

MCS, Dual access

Exeter:

LS/BW=2M/2M

CoS:Gold

MCS, Dual access
	FTP WMO
	A/N, BIN

FAX
	IP/VPN MPLS (OBS):

Moscow: LS/BW=1M/1M



	2. 
	Moscow –

Prague


	MTN
	IP/VPN MPLS (OBS):

Moscow: LS/BW=512K/512K

CoS:Gold

MCS, Dual access Prague:

LS/BW=2M/2M

CoS:Gold

Enchanced, NAS=1M
	FTP WMO
	A/N, BIN

FAX
	IP/VPN MPLS (OBS):

Moscow: LS/BW=1M/1M



	3. 
	Moscow –

Sofia


	MTN
	IP/VPN MPLS (OBS):

Moscow: LS/BW=512K/512K

CoS:Gold

Dual access, MCS

Sofia:

LS/BW=512K/512K

CoS:Gold

Enchanced, NAS=128K
	FTP WMO
	A/N, BIN

FAX
	IP/VPN MPLS (OBS):

Moscow: LS/BW=1M/1M

Sofia: LS/BW = 1M/1M

	4. 
	Moscow –

New-Delhi


	MTN
	IP/VPN MPLS (OBS):

Moscow: LS/BW=512K/512K

CoS:Gold

MCS, Dual access 

New Delhi:

LS/BW=128K/128K

CoS:Gold

Enchanced, NAS=128K
	FTP WMO
	A/N, BIN


	IP/VPN MPLS (OBS):

Moscow: LS/BW=1M/1M



	5. 
	Moscow –

Cairo


	MTN
	Digital line

Tx/ Rx – 64K

BackUp:No
	FTP WMO
	A/N
	Cairo: 

IP/VPN MPLS (OBS)

LS/BW=64K/64K



	6. 
	Moscow –

Norrkoping


	RMTN
	IP/VPN MPLS (OBS):

Moscow: LS/BW=512K/512K

CoS:Gold

MCS, Dual access Norrkoping:

LS/BW=4M/3M

CoS:Gold

Dual access, MCS
	FTP WMO
	A/N, FAX

BIN
	IP/VPN MPLS (OBS):

Moscow: LS/BW=1M/1M



	7. 
	Moscow –

Minsk


	RMTN
	Digital line

Tx/Rx – 128K

(Internet back-up)
	TCP/IP-Socket (Special)
	A/N, BIN

FAX
	Minsk:

IP/VPN MPLS (OBS)

LS/BW=256K/256K

or

Digital line

Tx/ Rx – 256K

	8. 
	Moscow –

Kiev


	RMTN
	Digital line

Tx, Rx – 64

(Internet back-up)
	FTP WMO
	A/N, FAX

BIN
	Kiev:

IP/VPN MPLS (OBS)

LS/BW=128K/128K

or

Digital line

Tx/ Rx – 128K

	9. 
	Moscow –

Tbilisi


	RMTN
	Telephone leased line

V.34 ITU

Tx/Rx – 9,6

(Internet back-up)
	TCP/IP-Socket (Special) Email,

Web-access
	A/N, FAX
	Tbilisi:

IP/VPN MPLS (OBS)

LS/BW=64K/64K

or

Digital line

Tx/ Rx – 64K

	10. 
	Moscow –

Baku


	RMTN
	Through Internet
	TCP/IP-Socket (Special) Email,

Web-access
	A/N, FAX
	Baku:

IP/VPN MPLS (OBS)

LS/BW=64K/64K

or

Digital line

Tx/ Rx – 64K

	11. 
	Moscow –

Erevan


	RMTN
	Telegraphic adapter

200 bod (via Rostov)

+

Through Internet
	Async

Email,

Web-access
	A/N, FAX
	Erevan:

IP/VPN MPLS (OBS)

LS/BW=64K/64K

or

Digital line

Tx/ Rx – 64K

TCP/IP-Socket or FTP WMO

	12. 
	Moscow –

Kishinev


	RMTN
	Telephone leased line

V.34 ITU

Tx/ Rx – 21.6K

(Internet back-up)
	TCP/IP-Socket (Special) Web-access
	A/N, FAX
	Kishinev:

IP/VPN MPLS (OBS)

LS/BW=64K/64K

or

Digital line

Tx/ Rx – 64K

TCP/IP-Socket or FTP WMO

	13. 
	Moscow –

Almaty


	RMTN
	Telephone leased line

V.34 ITU

Tx, Rx –19,2K

(Internet back-up)
	TCP/IP-Socket (Special)
	A/N, BIN, FAX
	Digital line

Tx/ Rx – 64K



	14. 
	Moscow –

Beijing


	Inter-regional 
	IP/VPN MPLS (OBS):

Moscow: LS/BW=512K/512K

CoS:Gold

MCS, Dual access Beijing:

LS/BW=2M/2M

CoS:Gold

MCS, Dual access
	FTP WMO
	A/N, FAX

BIN
	IP/VPN MPLS (OBS):

Moscow: LS/BW=1M/1M



	15. 
	Moscow –

Novosibirsk


	Inter-regional
	Digital line

Tx/ Rx – 128K

(Internet back-up)
	TCP/IP-Socket (Special)
	A/N, BIN

FAX
	Digital line

Tx/ Rx – 512K



	16. 
	Moscow –

Khabarovsk


	Inter-regional
	Digital line

Tx/ Rx – 256K

(Internet back-up)
	TCP/IP-Socket (Special)
	A/N, BIN,

FAX,

Satellite images
	Digital line

Tx/ Rx – 512K



	17. 
	Moscow –

Tashkent


	Inter-regional
	Telephone leased line

V.34 ITU

Tx/Rx –19,2K

(Internet back-up)
	TCP/IP-Socket (Special)
	A/N, BIN

FAX
	Digital line

Tx/ Rx – 64K



	18. 
	Moscow –

Hanoi


	Inter-regional
	Satellite

Telegraphic adapter

100 bod
	Async
	A/N
	

	19. 
	Moscow –

Tehran

(NI)
	Inter-regional
	
	
	
	Telephone leased line

TCP/IP FTP WMO

 (A/N, BIN)

	20. 
	Moscow – Bucharest
	bilateral
	IP/VPN MPLS (OBS):

Moscow: LS/BW=512K/512K

CoS:Gold

MCS, Dual access Bucharesti:

LS/BW=2M/256K

CoS:Gold

Enchanced, NAS=128K
	FTP WMO
	All (ASCII, Binary)
	IP/VPN MPLS (OBS):

Moscow: LS/BW=1M/1M



	21. 
	Moscow –

Melbourne
	bilateral
	Through Internet
	FTP WMO
	A/N, BIN


	IPSec VPN via Internet

	22. 
	Moscow –

- Helsinki (NI)
	RMTN
	
	
	
	

	23. 
	Kiev – Kishinev (NO)
	RMTN
	
	
	
	

	24. 
	Tbilisi –

Baku

(NO)
	RMTN
	
	
	
	

	25. 
	Baku - Ankara
	RMTN
	Through Internet
	
	
	

	26. 
	Sofia - Prague
	MTN
	IP/VPN MPLS (OBS):

Sofia:

LS/BW=512K/512K

CoS:Gold

Enchanced, NAS=128K Prague:

LS/BW=2M/2M

CoS:Gold

Enchanced, NAS=1M
	FTP WMO
	A/N, BIN

FAX
	

	27. 
	Sofia - Toulouse
	RMTN
	IP/VPN MPLS (OBS):

Sofia:

LS/BW=512K/512K

CoS:Gold

Enchanced, NAS=128K Touluse:

LS/BW=4M/3M

CoS:Gold

MCS, Dual access
	FTP WMO
	A/N, BIN

FAX
	IP/VPN  MPLS (OBS)

Sofia: LS/BW = 1M/1M

	28. 
	Sofia - Bucharest
	RMTN
	IP/VPN MPLS (OBS):

Sofia:

LS/BW=512K/512K

CoS:Gold

Enchanced, NAS=128K Bucharesti:

LS/BW=2M/256K

CoS:Gold

Enchanced, NAS=128K
	FTP WMO
	A/N, BIN

FAX
	IP/VPN  MPLS (OBS)

Sofia: LS/BW = 1M/1M

	29. 
	Sofia – Skopje
	RMTN
	IP/VPN MPLS (OBS):

Sofia:

LS/BW=512K/512K

CoS:Gold

Enchanced, NAS=128K Skopje:

LS/BW=128K/128K

CoS:Gold

Enchanced, NAS=128K
	FTP WMO
	A/N. BIN

FAX
	IP/VPN  MPLS (OBS)

Sofia: LS/BW = 1M/1M

	30. 
	Sofia – Belgrade

(NO)
	RMTN
	
	
	
	on RMDCN

	31. 
	Sofia - Tirana
	RMTN
	IPSec VPN on Internet
	FTP WMO
	A/N, BIN

FAX
	

	32. 
	Sofia - Podgorica
	RMTN
	IPSec VPN on Internet
	FTP WMO
	A/N, BIN

FAX
	

	33. 
	Sofia – Sarajevo
	RMTN
	IPSec VPN on Internet
	FTP WMO
	A/N, BIN

FAX
	

	34. 
	Sofia – Larnaca (NO)
	RMTN
	
	
	
	Should be a Project for a connection of NMC Larnaca to RTH Sofia by VPN/Internet.

	35. 
	Sofia – Damascus 

(NO)
	RMTN
	AFTN
	
	ASCII
	Should be a Project for a connection of NMC Damascus to RTH Sofia by VPN/Internet. 

	36. 
	Bucharest –

Kishinev
	RMTN
	Telephone leased line

Async,PPP, 

19,2 kbps
	FTP 
	ASCII, Binary
	

	37. 
	Larnaca – Athens
	bilateral
	Digital line


	FTP
	
	

	38. 
	Belgrade – Vienna
	bilateral
	IP/VPN MPLS (OBS):

Belgrade:

LS/BW=512K/512K

CoS:Gold

Enchanced, NAS=256K Vienna:

LS/BW=2M/1M

CoS:Gold

Enchanced, NAS=512K
	FTP

WMO
	A/N, BIN

FAX
	

	39. 
	Belgrade - Offenbach
	bilateral
	IP/VPN MPLS (OBS):

Belgrade:

LS/BW=512K/512K

CoS:Gold

Enchanced, NAS=256K Offenbach:

LS/BW=2M/2M

CoS:Gold

MCS, Dual access
	FTP

WMO
	A/N, BIN

FAX
	

	40. 
	Belgrade - Budapest
	bilateral
	IP/VPN MPLS (OBS):

Belgrade:

LS/BW=512K/512K

CoS:Gold

Enchanced, NAS=256K Budapest:

LS/BW=1M/1M

CoS:Gold

Enchanced, NAS=256K
	FTP

WMO
	A/N, BIN

FAX
	


Annex 1

Information about the RTH Sofia’s activities

Submitted by Mrs. Mariyana Grueva-Altanova, RTH Sofia Focal Point

In the latter years RTH Sofia work successfully on the connection of the NMCs of its zone of responsibility and some NMCs of Balkan states into the GTS through RTH Sofia. NMCs in Tirana (Albania), Podgorica (Montenegro) and Sarajevo (Bosnia and Herzegovina) were connected into the GTS. The connections were accomplished by WMO VCP Coordinated Projects implemented in the relevant country based on my Project submitted to WMO in 2003 to solve the significant problems of some NMCs to fulfill their requirements for international exchange of data and products keeping balance of costs, availability and functionality. The connections provide exchange of data/products on the GTS through RTH Sofia based on public Internet and VPN IPSec technology. However the realized Projects provide an effectiveness exchange on the GTS keeping the balance of costs, availability and functionality for the countries. New systems permitting accepting/distribution of data/products were implementing in the NMCs with the Projects as well, which contribute a speedy start of the GTS exchange in an operational mode. 

During the Project implementations all NMCs expressed request for an additional training about the new installed systems and technologies, the current GTS and it in the near, data formats and so on. Their requests are reflected in the relevant protocols. In regard to this I suggest a workshop to be carried out in Sofia under assistance of WMO where the experts from RTH Sofia to lead the training course (in practice as well) by programme confirmed to WMO.       

Albania – NMC Tirana was connected in February 2006. It worked successfully near 2 years but after that many problems pursue the joint work. They started with the major administrative changes in the Institute of Hydrometeorology in Tirana – the change of its statute and the responsible authority, personal, and so on. NMC Tirana had not enough time to organize its work after too long time discontinuing from the WMO activities in the telecommunication area, RBSN and RBCN – to insert more observing data bulletins to the GTS exchange. NMC Tirana send synop bulletins of the station 13615 (Tirana) only but due to regular utility failures it can send two synop bulletins per day (06, 09) and in a rare cases three (12) only. In my opinion WMO RA VI must assist IHM Albania in the organization of its NMC Tirana after the new administrative changes and statute.  The other big problem in NMC Tirana is the strong electricity regimen, which cause difficulties for the correct work of the equipments, the new personnel need time to enter on the work. Definitely, I could say that this year, after the administrative changes in the IHM Albania RTH Sofia has trouble getting into contact with NMC Tirana. RTH Sofia hopes that the joint work would returning to normal in the near.

Other receiving system in NMC Tirana is RETIM2000.   

Montenegro – NMC Montenegro was connected in April 2008. HMI Montenegro is ready for operational work. Montenegro is a new member of WMO, from last year. For regulatory purposes and obtaining the concurrence of the President Regional Association VI, the PR of Montenegro has addressed an official letter to WMO on matters related to proposed changes in the VolA and RBSN, a new header for synop stations bulletins and recognition of new regional centre as RTH Sofia. I’m not informed from HMI Montenegro that the answer is already received, which makes the start of the NMC Podgorica in operational mode on GTS late. On the professional standpoint HMI Montenegro has the personnel, which could cope with the new task. 

Bosnia and Herzegovina (BIH) – NMC BIH was connected in May 2008. FHMI BIH work on GTS in operational mode from the first of August 2008. BIH is a new member of WMO. The PR of BIH has addressed an official letter to WMO about the recognition of new regional centre as RTH Sofia. FHMI BIH is in process of updating of the WMO Catalogues Volume A and C1 regarding the number of stations included in the bulletins for the global, inter-regional and regional exchange. On the professional standpoint HMI Montenegro has the personnel, which could cope with the new task.

Other receiving system in NMC Sarajevo is RETIM2000.   

Information about the other NMCs in the zone of RTH Sofia’s responsibility: 

Syria – the connection of NMC Damascus to GTS is by AFTN only. The receiving system is RETIM2000 + MSG only, including MDD + SADIS system 2nd generation in Damascus Aleppo International Airport. They have a problem in receiving data by the system.  Due to high cost of the GTS connection’s offering they have not plan about.

By the exchanged opinions by e-mails the Meteorology Department should like to have independence connection for exchanging of GTS data/products as replacement of AFTN but according to the limited afford they can. (Remark: The information is a year ago, I have not updated one about any changes.)

My proposal is NMC Damascus to be connected to GTS through RTH Sofia based on public Internet and VPN IPSec technology i.e. the already successfully implemented technology in the NMCs Tirana, Podgorica and Sarajevo. This proposal I announced informally on the different meetings. I am going to discuss the proposal with the Meteorology Department in Damascus for the possibilities, requirements and all other items concerning such proposal. After that one coordinated proposal should be send to WMO.

Cyprus – I have not information about any changes toward my last report. NMC Larnaca is connected to Athens by digital line. 

Romania – I have not information about any changes toward my last report. NMC Bucharest is connected to GTS by RMDCN and RTH Sofia. All about the data/product exchange, requests and other subjects are solve in operative way  in the joint work of the two services.

Macedonia - I have not information about any changes toward my last report. NMC Skopje is connected to GTS by RMDCN and RTH Sofia. All about the data/product exchange, requests and other subjects are solve in operative way in the joint work of the two services.

Serbia - I have not information about any changes toward my last report. NMC Belgrade is connected to GTS by RMDCN and other RTH. It is not in the zone of responsibility of RTH Sofia yet

ANNEX 2

The Status of Telecommunication and Peculiarities of Observation Data Exchange  

with the NMCs of the Area of Responsibility of the RTH Moscow  

NMC Baku

The exchange is carried out for the present in general over Public Telegragh Network.

The arrival of synoptic data at the RTH Moscow is 64% without regard for NIL and 100% with regard for NIL.

Upper air observations are carried out irregularly and at present according to the report from the NMC Baku a question of transmitting data to the WMO GTS is being solved. The CLIMAT data arrives at request.
Currently the WMC Moscow and the NMC Baku discussed the matter of bringing the Catalogue of Meteorological Bulletins of the NMC Baku published in Volume C 1 to the compatibility with the data really transmitted what will be done soon.

NMC Erevan

The exchange is implemented by the Erevan-Rostov telegragh channel and via the WMC Moscow to the WMO GTS. As a back-up, data transmission by e-mail via Internet is used. The arrival of synoptic data is on average 60% without regard for NIL and 60% with regard for NIL. Upper air data arrived at the extent of 92.86% without regard for NIL and 100% with regard for NIL.

CLIMAT data arrives in due course.

NMC Kiev

The exchange is carried out over the Kiev-Moscow circuit. As a back-up, data transmission by e-mail via Internet is used. The arrival of synoptic data is 99% without regard for NIL and 100% with regard for NIL. Upper air data arrived at the extent of about 50aaaaaaaaaaa5 without regard for NIL and 100% with regard for NIL.

CLIMAT data arrives in due course.

NMC Kishinev

Data transmission is carried out since 2005 over the NMC Kishinev circuit restored – the WMC Moscow. As a back-up, data transmission by e-mail via Internet is used. The synoptic data arrival is (&5 without regard for NIL and 100% with regard for NIL. Upper air observations are not carried out for a long time. CLIMAT data arrives in due course.

NMC Minsk

The exchange is carried out over the Moscow-Minsk telecommunication channel. As a back-up, data transmission by e-mail via Internet is used. The synoptic data arrival at the RTH Moscow is 100% without regard for NIL. Upper air data arrives irregularly due to the fact that each month the NMC Minsk changes the times of radiosonde launching (one station conducts its observations on even days, another on odd days and only for the time of 00:00). CLIMAT data arrives in due course.

NMC Tbilisi

The exchange is carried out by e-mail (Moscow-Tbilisi). The synoptic data arrival at the RTH Moscow is currently 57% without regards for NIL and 100% with regard for NIL.
Upper air observations are not carried out for a long time.

CLIMAT data does not arrive.

All the data requested from the NMC Tbilisi is transmitted from the WMC Moscow in due course and at the full extent.

NMC Almaty (the area of responsibility of the RTH Tashkent)

The exchange is carried out over the Moscow-Almaty telecommunication link. As a back-up, data transmission by e-mail via Internet or over the WMC Moscow meteorological telecommunication link – the NMC Almaty is used. The synoptic data arrival at the RTH Moscow is 99% without regard for NIL and 100% with regard for NIL. Upper air data arrives at the extent of 95% without regard for NIL and 100% with regard for NIL. CLIMAT data arrives in due course.

Aviation meteorological data coming from the NMCs of the area of responsibility of the RTH Moscow is compiled into separate bulletins and transmitted via the RTH Prague to the aviation meteorological data bank of Vienna.
Aviation meteorological data of airports of Armenia, Azerbaijan, Georgia, Moldova comes over the AFTN channels.

The NMC Moscow conducts daily the real-time monitoring of synoptic/aviation/upper air data collection. The deficiencies in data collection revealed within 24 hours in the course of the real-time monitoring are brought to notice of subscribers in the form of daily dispatching telegrammes. The summarized results of the monitoring are transmitted monthly to the parties concerned to carry our technical analysis. The data of real-time monitoring is located in the FTP-server of the Main Radio Meteorological Centre of Roshydromet: FTP. MECOM.RU/RU/pub/meteo/monitoring

The RTH Moscow participates regularly in the annual non-real-time monitoring conducted by the WMO. The monitoring data is also located in the FTP-server: FTP.MECOM.RU/pub/meteo/MONIT/RUMS.OOA. 

The RTH Moscow renders methodical assistance in the maintenance of the catalogues of meteorological bulletins of the NMCs which are updated regularly and to the WMO server as well as located in the FTP-server of the Main Radio Meteorological Centre of Roshydromet: FTP.MECOM.RU/pub/meteo/CMB/RUMS2000. Explanatory notes on the order of including the changes in the catalogues of meteorological bulletins offered to be used by the CBS Extraordinary session, 1998 were sent to all the NMCs. The NMCs Kiev, Minsk, Almaty notice regularly the RTH Moscow of the changes which it is necessary to include in the Catalogue. The RTH Moscow issues weekly and transmits NMCs the METNO messages in which all the changes over the areas of responsibility of the RTHs Moscow, Tashkent, Novosibirsk and Khabarovsk are indicated.
To the main deficiencies should be assigned:

· Inadequate observation data arrival from the NMCs Tbilisi and Baku;

· Lack of upper air observations provided by Volume C 1, WMO Publication 9 “Catalogue  of Meteorological Bulletins”;

· Irregular arrival of synoptic data from some NMCs.
ANNEX 3

The Use of the GLORIAD Network
The international GLORIAD project (Global Ring Network for Advanced Application Development, http://www.gloriad.org/gloriad/team/russia)  was arranged for the joint solution of large-scale science- and resource-consuming tasks – problems of nuclear physics, arrangement of actions under the conditions of earthquakes and global disasters, space studies, forecasting of dangerous hydrometeorological events, studying of climate variation, etc. In sight, the GLORIAD project implies the creation of a ring global network built on the basis of the technology of switching (Fig. 1) at the capacity of up to 10 Gb/s. 
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                                       Fig. 1 The GLORIAD network arrangement scheme
The technological model of the project is offered in the form of an integrated international trunk within which some projects were implemented: access to the network of Nortern counties (NORDUNet), access to common to the whole Europe network “GEANT”, access to the system of exchange by scientific-and-educational traffic “starlight”.

On the part of the USA, the American National Centre of Super-Computer Applications (NCSA) takes part in GLORIAD.

The Russian segment of the International GLORIAD network was realized by the “Kurchatovsky Institute” scientific centre. The trunk goes along the following routing: Stockholm (a junction with the GEANT and the channel at StarLight, Chicago) – Moscow – Samara – Novosibirsk – Khabarovsk – Fujan (China), a junction with the CSTNET. In January 2007, in the Russian segment of GLORIAD, a channel at the capacity of 10 Gb/s between Moscow and Amsterdam was created with the subsequent way out to the USA by 2*10Gb/s plus 3 Gb/s channels of GLORIAD partners from the Netherlands and the USA. At present GLORIAD is actively used by such WMO member-states as China, South Korea, Canada, the EU countries. 

In 2004 a channel at the rate of 10 Mb/s for receiving from NCEP/NOAA the ensemble medium-range weather forecasts was arranged. The results of the operation of the channel with GLORIAD showed that the reception of the data volumes required was restricted by the channel low capacity. It was necessary to conduct in 2006-2007 the channel upgrade up to 100 Mb/s.

In 2007 the working plan between the WMC Moscow and the WMC Washington was agreed on the arrangement of a VPN channel via GLORIAD for the reservation of the GTS traffic and additional data exchange. The technical parameters of internetwork devices used when arranging and adjusting the VPN technology were agreed.

The realization of the technology will be carried out in the forth quarter of 2008 after the procurement by the WMC Moscow the hardware required.

There is an agreement on the creation and support of special channels “lightpaths” for international projects between the GLORIAD partners. At present Roshydromet reserved an optical line (a lightpath at the capacity of 1 Gb/s to arrange the communication between the WMC Moscow and the WMC Washington in order to enable data exchange between the WMCs with higher reliability. 
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