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Summary and Purpose of Document
The document contains information on the current status ISS in RA VI and the activities of the Coordinator on the Action Plan.

________________________________________________________________

ACTION PROPOSED

The meeting is invited to take the content of this document into consideration.
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1. Background
1.1 The fourteenth session of the Regional Association VI, 7-15 September 2005, re-established the Working Group on Planning and Implementation of the World Weather Watch in Region VI [1], consisting of:

· Chairman, also currently the EUCOS Programme Manager

· 5 coordinators of the subgroups on regional aspects of the IOS, ISS (Eastern and Western), DPFS and PWS

· Coordinator of an Ad Hoc Group on WWW Related Cooperation Activities

· Rapporteur on the Regional Table-driven Code Form Migration Plan
· all members of the subgroups and ad hoc group 
1.2 The RA VI session set 13 tasks to support the regional aspects of Information Systems and Services (Global Telecommunication System and Data Management) and accepted an Action Plan [2]. A form for monitoring the Action Plan was designed by the RA VI Steering Group on Strategic Planning [3]. 

1.3 The status of the ISS was presented by the Coordinators on the ISS in RA VI to the ICT-ISS meeting, 18-22 September, 2006 [4].

1.4 The Working Group PIW coordinators/rapporteurs met in January 2007. The Coordinator of the Sub-group on Regional Aspects of the ISS for Western and Central Europe was unable to attend but presented a status report jointly with the Coordinator Central and Eastern Europe for review [5].
1.5 The status of implementation of the ISS in the South-Eastern and Eastern parts of Region VI gave the Association the greatest concern.

2. Activities of the Western Coordinator since January 2007
The Coordinator took part in the RMDCN Operating Committee and Steering Group in June 2008. The major outcome was that the transition to a new network  in June 2007 was very successful and it was recommended to continue existing contract with Orange Business Services rather than re-compete.
Produced and continued to update draft capacity plan for RMDCN. This contributed to presenting future scenarios for RMDCN to inform market surveys 
ECMWF now routinely publish annual, monthly weekly and daily usage charts which are very useful for capacity planning and routine management

The criteria for membership of RMDCN are now clearly formulated. The following NHMSs can join if:

They are a member of ECMWF, or

They are a member of RA-VI, or

They are an RTH on the IMTN, or

They are invited to join by a member of RA-VI.

The Coordinator took part in the ECMWF Technical Advisory Committee Sub-Group on the Future of the RMDCN 1st meeting. The 2nd meeting is occurring this week.
The Coordinator has had very close involvement with the VGISC procurement being undertaken by Deutsche Wetterdienst, Météo-France, UK Met Office, Met.norway, EUMETSAT and ECWMF. This has short-listed vendors for a Competitive Dialogue, which is now occurring.
The Coordinator gave presentations to groups on the WIS initiative with view to encouraging them to generate metadata catalogue entries conforming to the WIS specifications. In particular, the EUMETNET Opera Programme. 

EUMETNET has also been influenced to include the generation of WIS compliant catalogue entries ass a requirement for any data and product orientated programmes
The Coordinator has also been involved with reviewing Inspire documents, to help ensure the WIS initiative and Inspire are not incompatible.
2.1 Status of the RMTN in Regional Association VI

The majority of the RMTN links within the Western part of Region VI now run over RMDCN and use TCP/IP as the data transport protocol, with almost all the GTS links that use RMDCN now capable of operating at least 128 kbps, and many at 1Mbps or greater. The network connects 42 sites as listed in Table 2. 
The status of the RMTN in the south-east part of Region VI still remains not quite satisfactory. This is demonstrated by the status of the centres and telecommunication circuits in this part of Region as well as by the status of national observation data collection systems in the surface observational network.

7 of the circuits, that are specified in the plan for the RMTN as being in the eastern part of the region, still do not exist. It is proposed that 3 of these circuits be excluded from the RMTN plan but it is planned to implement the remaining 4 circuits. Most of the circuits in this part of Region use leased analogue/digital channels or the Internet and a significant number of them are expected to migrate to the RMDCN.

The delay, or lack of plans, by NMCs in moving the circuits to the RMDCN is attributable to the fact that, for these NMCs, the cost of leased lines is still much lower than the cost of gateway bandwidth and leasing an access line to the RMDCN network . However the difference between these costs is gradually reducing. Several of the RMTN circuits, namely the Moscow-Baku , Sofia-Tirana circuits either already operate over the Internet. The NMC Damask is not connected to the GTS. 

The status of the circuits in the Central and Eastern half of the region is given at Table 1. A diagram showing the current status of the RMTN in Region VI is given at Figure 1

Satellite broadcasting systems in Europe transferred to the DVB channels allowing to significantly increase their capacity and reliability.
2.2 Regional Meteorological Data Communications Network (RMDCN)

There are now 35 members of RA VI connected directly to the RMDCN. ECMWF and EUMETSAT are also connected. A list of the centres connected to the RMDCN is given at Table 2. Those not connected are listed at Table 3.

Following from decisions made by the 13th session of the RA VI in 2002, four other RTHs outside RA VI are also connected to form the GTS and IMTN: China, India, Japan and Saudi Arabia. See Figure 2. At the request of RTH Offenbach, UAE also joined the RMDCN.
The network no longer uses Permanent Virtual Circuits, but is an ‘any-to-any’ network based on the MPLS (Multi-Protocol Label Switching) protocol that runs over IP. This is represented in Figure 3. After the very successful planned transition to MPLS in June 2007, it was decided to be conservative in changing the layout of data flows and connections until the network was proven to be stable. This is now the case, so the traffic flows are still largely represented by those that occurred over the old, pre-June 2007 PVCs, as in Figure 1 and Table 4. 
The access lines from the centres to the network range in speed from 64Kb/s to 4Mb/s for NHMSs. ECWMF accesses at 50Mb/s. Access to the network then passes through a ‘gateway’ which may have less bandwidth than the access line speed. This allows centres to flexibly upgrade on paying for higher bandwidth access without the disruption of a new access line.

The are a number of back-up options. Eleven centres have duplicated access lines to the network for resilience, with ‘hot-failover’. These are known as Mission Critical Connections, MCS. Each site has two diversely routed circuits to different OBS Points of Presence. The circuits are connected to two separate routers on the User Site. Other centres can use ISDN dialing as back-up, but this is less effective at the higher speeds, such as above 512kb/s.

Most centres subscribe to the standard, recommended Gold service, which gives three classes/priorities of traffic. It has been agreed that operational traffic is in Class D1.
The RMDCN has proved to be a reliable and cost-effective means of providing an RMTN within RA VI. Some sample performance statistics are at Figures 4 to 7.

The RMDCN is supplied by OBS (Orange Business Services, formerly known as Equant). The RMDCN contract is managed by ECMWF on behalf of RA VI. 
The recent meetings of the RMDCN Operating Committee, RMDCN Steering Group and ECWMF Technical Advisory Committee Sub-Group on the Future of RMDCN recommended that the contract be continued, as good value for money. This decision was based on a comprehensive market survey for a number of possible future scenarios, such as increased bandwidth for the same costs, or the same bandwidth for reduced costs
2.3 Use of the Internet

All the RTHs and NMSs have access to the Internet, with several centres enabling access to their servers for provision of data and products. A Virtual Private Network (VPN) over the Internet is being used between some centres. 

The Internet in Region VI is used for:

· Reception of additional information which does not come over the GTS;

· Provision of information within countries as well as for other NMCs;

· Arrangement of the GTS circuits or their backing up;

· Observation data collection in the national network.

2.4 Revision of the RMTN plan

An Ad-Hoc working group was set up to look into the content of the RA VI EUMETCast/WWW broadcast.

2.5 Data Management

In the majority of Eastern Europe countries, the national observation data collection systems are either being upgraded, or are planned to be upgraded in the near future. These upgraded networks will employ modern technologies which will enable the cost of data collection to be reduced and  will also increase reliability and timeliness. All the countries concerned require support on the part of the WMO to enable them to realise their plans within acceptable timescales. The move from the existing, expensive and inefficient, data collection methods to the new ways of data transmission from stations to telecommunication centres will require appropriate refitting of the stations within in these countries. In addition older methods of communications, such as radio telegraphy, as currently used by some countries within the Region, need replacing with more modern communications (packet radio communication, satellites, cellular communications, data communication networks). Moreover, in some countries (Georgia, Kazakhstan, Azerbaijan, Armenia) there are problems with power supply on the stations and at telecommunication centres which does not enable timely transmission of data.

The collection of SYNOP data in Eastern and Central Europe was improved and is at the level of 95 per cent and can be considered as satisfactory. However reliability and timeliness of data collection of some countries is at a much lower level (Azerbaijan – SM 58.3%). The reasons for this situation are the inadequate status of observation/data collection systems as described above and the MSS technical status.  As emphasized above, the data collection systems, especially in Eastern part of Europe, are obsolete and require or are in the process of major change.

The TEMP data collection in this part of Europe is lower than in the rest of Europe (90%) and can be blamed on a lack of consumables and the ageing of technical observation equipment. Moreover, actual plans of observations sometimes disagree widely from those announced in Volume C1. The reason for the disagreement is late reporting of changes in sounding plans to a regional centre on the MTN and to the WMO Secretariat.

The CLIMAT/CLIMAT-TEMP data collection is at a slightly lower level as compared with required data. One of the reasons for such a situation is a discrepancy between actual observations and information transmitted in the GTS represented in Volumes A, C1, RBSN, RBCN. Due to the actions taken by the WMO Secretariat and RTHs this situation has recently improved. Nevertheless, it is necessary to continue this work on monitoring data arrival and to make contact with those NMCs where problems with data transmission emerge. It should be noted that in fact CLIMAT-TEMP data is transmitted in the WMO GTS on the area of responsibility of the RTHs Moscow and Sofia only by the following centres: RUMS, UMMN, LZSO, YRBK, LYBM. The rest do not transmit the data specified.

Day to day experience in Western Europe suggests that there still many badly formatted messages and bulletins causing unnecessary overheads. Also, the use of more highly automated systems seems to occasionally exacerbate the problem. These points are highlighted by a simple investigation carried out at RTH Exeter, counting the number of international rejected bulletins. See Figure 6, indicating the great variability from day to day. Further work is required to identify the root cause of these problems.

2.6 Future WMO Information System

The future WMO Information System, as agreed by CBS, includes the concepts of Global Information System Centres to replace the roles of the RTHs, and an improved MTN to distribute the information held by the GISCs. RA VI has been involved in both the improved MTN and the development of a GISC to be sited within RA VI.

GISC

Centres such as Moscow and Sofia are planning changes to their telecommunications and information systems to enable them to be ready for the introduction of WIS. The Russian Federation plans as the first step to deploy GISC in Moscow and CDPC in Obninsk. Also, pilot projects to test different ways of improving the operational and future WMO information system are being conducted

The United Kingdom, France and Germany, in co-operation with EUMETSAT and ECMWF, are developing the concept of a virtual GISC (V‑GISC). An ad-hoc group comprising representatives from the 3 countries and the 2 organisations is involved in a European Community sponsored project called SIMDAT to demonstrate a prototype system using various modern technologies including XML, Web Services and the WMO Core Metadata Profile. A variety of data types are being demonstrated in the system, such as synoptic, aviation, ATD and climate. The prototype will be demonstrated at CBS in Korea in November 2006, connecting to data servers in France, Germany, UK and ECMWF.

DWD have proposed the use of XML to implement the WMO Bulletin Catalogue. The related XML schemas use the proposed WMO Core Metadata Profile.

2.7 Improved MTN

The Improved MTN (IMTN) comprises 2 interconnected telecommunications clouds. The RMDCN is one of these Clouds, the other is the ‘Pacific Cloud’ network currently comprising links between Australia, the United Kingdom, Japan and the United States of America. A diagram showing the proposed configuration of the IMTN is given at Figure 2.
To accommodate this proposed structure, approval was given in 2002, for centres outside RA VI to be allowed to connect into the RMDCN, for the purpose of establishing direct GTS connections to centres within RA VI. As a consequence, Japan, India and China and Saudi Arabia are now connected into RMDCN. No further progress has been made with Kenya, Senegal, Algeria and Egypt joining the RMDCN.

Within the ‘Pacific Cloud’ (Network 1 in Figure 3), links have already been established between Australia-UK, Australia – Japan, USA - UK and USA – Japan. It is not clear whether or not the links Brasilia-Washington and Buenos Aires-Washington will be established over this network. This will depend upon the future development of the RMTN within RA III.

There is currently a strong possibility that the South African Weather Service will apply to join the RMDCN, to enable them to receive NWP model boundary condition more reliably and timely than over the Internet, and then allow them to tranmsit NWEP products to EUMETSAT fro broadcast to RA-I members via the EUMETCast satellite broadcast.

There are also bilateral links from RTH Exeter to Canada and NESDIS in the USA, used to exchange mainly timely satellite data critical for NWP. These are both part of a Frame Relay ‘cloud’, supplied by Verizon. Recently, the performance of the Canadian link has not been good, and CMC are reviewing their links with view to implementing a new solution. As this is a useful backup link to the Exeter – Washington IMTN link, the Canadian proposals are of interest to RA-VI.
3. The activity of the Eastern Coordinator related to the implementation of the tasks set by the Regional Association

· Coordinator conducted meetings or conversations with representatives of all the centres of the area of responsibility of RTH Moscow and RTH Sofia for the purpose of the clarification of the status of ISS and plans on their improvement;

· With the support of Coordinator a number of centres (Tbilisi, Alma-Ata, Yerevan) refined the Catalogue of Meteorological Data – Volume C1 and ;
· Along with NMC Minsk, the tests on backing the Moscow-Minsk circuit via VPN Internet were successfully executed. Currently this technology is used in real-time practice in this and other circuits. It is planned to extend it over the whole circuits.
· Prices on the connection to the RMDCN for the states not acceded to it were requested.
· The prices were slightly reduced but they still remain unacceptably high for the majority of them. Only some of them are considering the possibility of accepting them (Azerbaijan, Georgia);

· Inadequate factors of data collection from observation stations and their input to the GTS were discussed with the governing body of Meteo Service of Azerbaijan. The Meteo Service contemplated some arrangements to rectify those deficiencies and to establish a more reliable circuit between NMC Baku and RTH Moscow;

· Participation in generating the requirements for GISCs and DCPCs within the framework of CBS ET on WIS GISCs and DCPCs (ET-WISC);

· Fostering the works on testing the technologies for collection and dissemination of information, GISCs, DCPCs;

· Participation in the preparation of documents of the meeting ICT-ISS, CBS/ISS goiut meeting ICT-MTN and ET-0I;

· Radar data exchange in BUFR between NMCs Kiev, Minsk, RTH Moscow was arranged. Provision has been made for arranging the data exchange with NMC Warsaw;

· Participation in conducting the tests on the migration to the MPLS, preparation of Migration Plan;

· Monitoring of SINOP, TEMP, CLIMAT data arrival from Region VI for the compliance with the Catalogue of Meteorological Bulletins, Volume C1, clarification of problems with data arrival when data arrival is less than 90 per cent.
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Figure 1 - point-to-point circuits implementation (transmission speed in kilobit/s)
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	Table 1

№
	Circuit


	Status
	Speed

(Kbps)
	Protocol
	Data type
	Future

(2006-2007)

	1. 
	Moscow –

Exeter


	MTN
	FR RMDCN (Equant)

CIR: Rx-64, Tx-8

Access line (backup):

Mos–256 (256 ISDN)

Exeter–512 (384 ISDN)
	FTP WMO
	A/N, BIN

FAX
	IP/VPN MPLS (OBS)

Mos – 512 Kbps

	2. 
	Moscow –

Prague


	MTN
	FR RMDCN (Equant)

CIR: Rx-16, Tx-8

Access (ISDN backup):

Mos–256 (256 ISDN)

Prag–512 (384 ISDN)
	FTP WMO
	A/N, BIN

FAX
	IP/VPN MPLS (OBS)

Mos – 512 Kbps

	3. 
	Moscow –

Sofia


	MTN
	FR RMDCN (Equant)

CIR: Rx/Tx –16/16

Access (ISDN backup):

Mos–256 (256 ISDN)

Sofia–256 (128 ISDN)
	FTP WMO
	A/N, BIN

FAX
	IP/VPN MPLS (OBS)

Mos – 512 Kbps

Sofia – 512 kbps

	4. 
	Moscow –

New-Delhi


	MTN
	FR RMDCN (Equant)

CIR: Rx/Tx –16/16

Access (ISDN backup):

Mos–256 (256 ISDN)

ND–64 (64 ISDN)
	FTP WMO
	A/N, BIN


	IP/VPN MPLS (OBS)

Mos – 512 Kbps

	5. 
	Moscow –

Cairo


	MTN
	Digital line

Tx/ Rx – 64
	FTP WMO
	A/N
	

	6. 
	Moscow –

Norkkoping


	RMTN
	FR RMDCN (Equant)

CIR: Rx/Tx –16/16

Access (ISDN backup):

Mos–256 (256 ISDN)

Nork–1536 (384 ISDN)
	FTP WMO
	A/N, FAX

BIN
	IP/VPN MPLS (OBS)

Mos – 512 Kbps

	7. 
	Moscow –

Minsk


	RMTN
	Digital line

Tx/Rx – 64

(Internet back-up)
	TCP/IP-Socket (Special)
	A/N, BIN

FAX
	

	8. 
	Moscow –

Kiev


	RMTN
	Digital line

Tx, Rx – 64

(Internet back-up)
	FTP WMO
	A/N, FAX

BIN
	

	9. 
	Moscow –

Tbilisi


	RMTN
	Telephone leased line

V.34 ITU

Tx/Rx – 9,6
	TCP/IP-Socket (Special)
	A/N, FAX
	IP/VPN MPLS (OBS)

CIR: Rx-8 Kbps Tx-16 Kbps

Access line: Mos – 512 Kbps

TCP/IP-Socket or FTP WMO

	10. 
	Moscow –

Baku


	RMTN
	Through Internet
	
	A/N, FAX
	IP/VPN MPLS (OBS)

CIR: Rx-8 Kbps Tx-16 Kbps

Access line: Mos – 512 Kbps

TCP/IP-Socket or FTP WMO

	11. 
	Moscow –

Erevan


	RMTN
	Telegraphic adapter

200 bod (via Rostov),

Through Internet
	Async

Email,

Web-access
	A/N, FAX
	Telephone leased line TCP/IP-Socket or FTP WMO

	12. 
	Moscow –

Kishinev


	RMTN
	Telephone leased line

V.34 ITU

Tx/ Rx – 21.6
	TCP/IP-Socket (Special)
	A/N, FAX
	

	13. 
	Moscow –

Beijing


	Inter-regional 
	FR RMDCN (Equant)

CIR: Rx/Tx –8/8

Access (ISDN backup):

Mos–256 (256 ISDN)

BJ–256 (256 LL)
	FTP WMO
	A/N, FAX

BIN
	IP/VPN MPLS (OBS)

Mos – 512 Kbps

	14. 
	Moscow –

Novosibirsk


	Inter-regional
	Digital line

Tx/ Rx – 64

(Internet back-up)
	TCP/IP-Socket (Special)
	A/N, BIN

FAX
	Digital line

Tx/ Rx – 512

(Internet back-up)

	15. 
	Moscow –

Khabarovsk


	Inter-regional
	Digital line

Tx/ Rx – 64

(Internet back-up)
	TCP/IP-Socket (Special)
	A/N, BIN,

FAX,

Satellite images
	Digital line

Tx/ Rx – 512

(Internet back-up)

	16. 
	Moscow –

Tashkent


	Inter-regional
	Telephone leased line

V.34 ITU

Tx/Rx –19,2

(Internet back-up)
	TCP/IP-Socket (Special)
	A/N, BIN

FAX
	Digital line

Tx/ Rx – 64 Kbps



	17. 
	Moscow –

Almaty


	Inter-regional
	Telephone leased line

V.34 ITU

Tx, Rx –19,2

(Internet back-up)
	TCP/IP-Socket (Special)
	A/N, BIN, FAX
	Digital line

Tx/ Rx – 64 Kbps



	18. 
	Moscow –

Hanoi


	Inter-regional
	Satellite

Telegraphic adapter

100 bod
	Async
	A/N
	

	19. 
	Moscow –

Tehran

(NO)
	Inter-regional
	Telegraphic adapter

100 bod
	Async
	A/N
	Telephone leased line

TCP/IP FTP WMO

 (A/N, BIN)

	20. 
	Moscow – Bucharest
	bilateral
	FR RMDCN (Equant)

CIR: Rx/Tx –8/16

Access line(backup):

Mos–256(256 ISDN)

Buch-128 kbps (-)
	FTP WMO
	All (ASCII, Binary)
	RMTN

IP/VPN MPLS (OBS)

Mos – 512 Kbps

	21. 
	Moscow –

Melbourne
	bilateral
	Through Internet
	FTP WMO
	A/N, BIN


	via Internet

	22. 
	Moscow –

- Helsinki (NO)
	RMTN
	
	
	
	

	23. 
	Kiev – Kishinev (NO)
	RMTN
	
	
	
	

	24. 
	Tbilisi –

Baku

(NO)
	RMTN
	
	
	
	

	25. 
	Baku - Ankara
	RMTN
	Through Internet
	
	
	

	26. 
	Sofia - Prague
	MTN
	FR RMDCN (Equant)

CIR: Rx/Tx – 16/8

Access line (backup):

Sof–256(128 ISDN)

Prag–512 (384 ISDN)
	FTP WMO
	A/N, BIN

FAX
	IP/VPN MPLS (OBS)

Sofia – Access line (NAS backup): 512 kbps (256 Kbps)

	27. 
	Sofia - Toulouse
	RMTN
	FR RMDCN (Equant)

CIR: Rx/Tx – 64/8

Access line(backup):

Sof–256(128 ISDN)

Toul-1M (1 M Mis Cr)
	FTP WMO
	A/N, BIN

FAX
	IP/VPN MPLS (OBS)

Sofia – Access line (NAS backup): 512 kbps (256 Kbps)



	28. 
	Sofia - Bucharest
	RMTN
	FR RMDCN (Equant)

CIR: Rx/Tx – 8/32

Access line (backup):

Sof-256 Kbps(128 ISDN)

Buch: 128 kbps (-)
	FTP WMO
	All (ASCII, Binary)
	IP/VPN MPLS (OBS)

Sofia – 512 kbps

 

	29. 
	Sofia – Skopje
	RMTN
	FR RMDCN (Equant)

CIR: Rx/Tx – 8/16

Access line(backup):

Sof–256(128 ISDN)

Skopje-64 (64 ISDN)
	FTP WMO
	All (ASCII, Binary)
	IP/VPN MPLS (OBS)

Sofia – 512 kbps



	30. 
	Sofia - Belgrade
	RMTN
	Telephone leased line

V.34 ITU

Tx, Rx – 9,6 Kbps
	FTP WMO
	All (ASCII, Binary)
	

	31. 
	Bucharest –

Kishinev
	RMTN
	Telephone leased line

Async,PPP, 

19,2 kbps (min.)
	FTP
	ASCII, Binary
	

	32. 
	Sofia - Tirana (NO)
	RMTN
	IPSec VPN on Internet
	FTP WMO
	All (ASCII, Binary)
	

	33. 
	Sofia – Larnaca (NO)
	RMTN
	
	
	
	Should be a Project for a connection of NMC Larnaca to RTH Sofia by VPN/Internet.

	34. 
	Sofia – Damascus (NO)
	RMTN
	
	
	
	NMC Damascus is not connected to GTS. It’s connected to AFTN (V.35). Should be a Project for a connection of NMC Damascus to RTH Sofia by VPN/Internet. 

	35. 
	Larnaca – Athens
	bilateral
	Telephone leased line

 21,6 Kbps
	FTP
	
	

	36. 
	Belgrade – Vienna
	bilateral
	FR RMDCN (Equant)

CIR: Rx/Tx – 8/8

Access line (backup):

Belgrade -128 Kbps (-)


	FTP
	ASCII, Binary
	

	37. 
	Belgrade - Offenbach
	bilateral
	FR RMDCN (Equant)

CIR: Rx/Tx – 32/16

Access line (backup):

Belgrade -128 Kbps (-)
	FTP
	ASCII, Binary
	

	38. 
	Belgrade - Budapest
	bilateral
	FR RMDCN (Equant)

CIR: Rx/Tx – 16/8

Access line (backup):

Belgrade -128 Kbps (-)


	FTP
	ASCII, Binary
	


Table 2

	Country/Site 
	RTH

* not RA-VI
	Access Speed 
	IPVPN Port Speed 
	Resiliency 
	CoS 
	Load Balancing
	NAS Backup Speed

	Austria 
	RTH
	2M 
	1M 
	enhanced 
	Gold 
	NO 
	512k 

	Belgium 
	
	2M 
	2M 
	enhanced 
	Gold 
	NO 
	384k 

	Bulgaria 
	RTH
	512k 
	512k 
	enhanced 
	Gold 
	NO 
	128k 

	China
	*RTH
	2M 
	2M 
	mission critical 
	Gold 
	NO 
	N/A 

	Croatia 
	
	512k 
	512k 
	enhanced 
	Gold 
	NO 
	256k 

	Czech Republic 
	RTH
	2M 
	2M 
	enhanced 
	Gold 
	NO 
	1M 

	Denmark 
	
	2M 
	2M 
	mission critical 
	Gold 
	NO 
	N/A 

	Estonia 
	
	64k 
	64k 
	enhanced 
	Silver 
	NO 
	64k 

	Finland 
	
	2M 
	768k 
	enhanced 
	Gold 
	NO 
	256k 

	France 
	RTH
	4M 
	3M 
	mission critical 
	Gold 
	NO 
	N/A 

	FYR Macedonia 
	
	128k 
	128k 
	enhanced 
	Gold 
	NO 
	128k 

	Germany 
	RTH
	2M 
	2M 
	mission critical 
	Gold 
	NO 
	N/A 

	Greece 
	
	1M 
	768k 
	enhanced 
	Gold 
	NO 
	384k 

	Hungary 
	
	1M 
	1M 
	enhanced 
	Gold 
	NO 
	256k 

	Iceland 
	
	128k 
	128k 
	enhanced 
	Gold 
	NO 
	128k 

	India 
	*RTH
	128k 
	128k 
	enhanced 
	Gold 
	NO 
	128k 

	Ireland 
	
	1M 
	1M 
	enhanced 
	Gold 
	NO 
	512k 

	Italy 
	RTH
	2M 
	2M 
	mission critical 
	Gold 
	NO 
	N/A 

	Japan
	*RTH
	1M 
	1M 
	mission critical 
	Gold 
	YES 
	N/A 

	Jordan 
	
	128k 
	128k 
	enhanced 
	Gold 
	NO 
	128k 

	Latvia 
	
	128k 
	128k 
	enhanced 
	Gold 
	NO 
	128k 

	Lebanon 
	
	128k 
	128k 
	enhanced 
	Gold 
	NO 
	128k 

	Lithuania 
	
	128k 
	128k 
	enhanced 
	Silver 
	NO 
	128k 

	Luxembourg ** 
	
	2M 
	768k 
	enhanced 
	Gold 
	NO 
	N/A 

	Netherlands 
	
	2M 
	768k 
	enhanced 
	Gold 
	NO 
	384k 

	Norway 
	
	2M 
	2M 
	enhanced 
	Gold 
	NO 
	1M 

	Poland 
	
	128k 
	128k 
	enhanced 
	Gold 
	NO 
	128k 

	Portugal 
	
	768k 
	768k 
	enhanced 
	Gold 
	NO 
	384k 

	Romania 
	
	2M 
	256k 
	enhanced 
	Gold 
	NO 
	128k 

	Russian Federation
	RTH
	512k 
	512k 
	mission critical 
	Gold 
	NO 
	N/A 

	Saudi Arabia **
	*RTH
	512k 
	128k 
	enhanced 
	Silver 
	NO 
	N/A 

	Serbia 
	
	512k 
	512k 
	enhanced 
	Gold 
	NO 
	256k 

	Slovakia 
	
	256k 
	256k 
	enhanced 
	Silver 
	NO 
	128k 

	Slovenia 
	
	256k 
	256k 
	enhanced 
	Gold 
	NO 
	256k 

	Spain 
	
	2M 
	2M 
	enhanced 
	Gold 
	NO 
	512k 

	Sweden 
	RTH
	4M 
	3M 
	mission critical 
	Gold 
	NO 
	N/A 

	Switzerland 
	
	2M 
	768k 
	enhanced 
	Gold 
	NO 
	384k 

	Turkey * 
	
	768k 
	768k 
	extra enhanced 
	Gold 
	NO 
	N/A 

	United Arab Emirates
	
	128k 
	128k 
	enhanced 
	Gold 
	NO 
	64 

	United Kingdom 
	RTH
	2M 
	2M 
	mission critical 
	Gold 
	NO 
	N/A 

	ECMWF 
	
	50M 
	50M 
	mission critical 
	Gold 
	YES 
	N/A 

	EUMETSAT 
	
	2M 
	2M 
	mission critical 
	Gold 
	NO 
	N/A 

	* Turkey: secondary Access Speed and IPVPN Port Speed: 384k 

	** Luxembourg and Saudi Arabia do not have a backup connection. 
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Figure 3: the RMDCN MPLS network, since June 2007

Table 3

	RA-VI Members not connected to RMDCN

	Albania

	Armenia

	Azerbaijan

	Belarus

	Bosnia-Herzegovina

	Cyprus

	Georgia

	Israel

	Kazakhstan

	Malta

	Moldova

	Monaco

	Syria

	Ukraine


Table 4: Historical RTH PVC connections to NHMSs

	* Outside RA-VI
	RTH
	PVC In

(Kb/s)
	PVC Out

(Kb/s)

	 Austria 
	
	
	

	Croatia (Zagreb)
	
	64
	8

	Czech Republic (Prague)
	RTH
	8
	16

	Germany (Offenbach)
	RTH
	64
	64

	Hungary (Budapest)
	
	32
	8

	Serbia-Montenegro (Belgrade)
	
	8
	8

	Slovakia (Bratislava)
	
	48
	16

	Slovenia (Ljubljana)
	
	64
	8

	Bulgaria  
	
	
	

	Czech Republic (Prague)
	RTH
	8
	16

	France (Toulouse) 
	RTH
	8
	64

	FYR of Macedonia (Skopje)
	
	16
	8

	Romania (Bucharest)
	
	32
	8

	Russian Federation (Moscow)
	RTH
	16
	16

	China
	
	
	

	Germany (Offenbach)
	RTH
	48
	48

	*India (New Delhi)
	*RTH
	8
	8

	*Japan (Tokyo)
	*RTH
	42
	96

	Russian Federation (Moscow)
	RTH
	8
	8

	Czech Republic
	
	
	

	Austria (Vienna)
	RTH
	16
	8

	Bulgaria (Sofia)
	RTH
	16
	8

	France (Toulouse) 
	RTH
	16
	128

	Germany (Offenbach)
	RTH
	32
	32

	Poland (Warsaw)
	
	16
	8

	Russian Federation (Moscow)
	RTH
	16
	8

	France
	
	
	

	Belgium (Brussels)
	
	92
	48

	Bulgaria (Sofia)
	RTH
	64
	8

	Czech Republic (Prague)
	RTH
	128
	16

	Germany (Offenbach)
	RTH
	64
	64

	Italy (Rome)
	RTH
	32
	32

	Portugal (Lisbon)
	
	64
	32

	Spain (Madrid)
	
	32
	32

	Switzerland (Zurich)
	
	32
	32

	United Kingdom (Exeter)
	RTH
	128
	384

	Germany
	
	
	

	Austria (Vienna)
	RTH
	64
	64

	*China (Beijing)
	*RTH
	48
	48

	Czech Republic (Prague)
	RTH
	32
	32

	France (Toulouse) 
	RTH
	64
	64

	Greece (Athens)
	
	32
	32

	Italy (Rome)
	RTH
	32
	32

	Jordan (Amman)
	
	16
	8

	Poland (Warsaw)
	
	16
	8

	*Saudi Arabia (Jeddah)
	*RTH
	16
	8

	Serbia-Montenegro (Belgrade)
	
	32
	16

	Spain (Madrid)
	
	16
	16

	Sweden (Norrköping)
	RTH
	64
	64

	Switzerland (Zurich)
	
	128
	64

	Turkey (Ankara)
	
	32
	32

	*United Arab Emirates (Abu Dhabi)
	
	16
	16

	United Kingdom (Exeter)
	RTH
	64
	64

	EUMETSAT (Darmstadt)
	
	128
	128

	India
	
	
	

	*China (Beijing)
	*RTH
	8
	8

	*Japan (Tokyo)
	*RTH
	32
	32

	Russian Federation (Moscow)
	RTH
	16
	16

	Italy
	
	
	

	France (Toulouse) 
	RTH
	32
	32

	Germany (Offenbach)
	RTH
	32
	32

	Greece (Athens)
	
	32
	32

	Lebanon (Beirut)
	
	16
	16

	Turkey (Ankara)
	
	32
	32

	United Kingdom (Exeter)
	RTH
	16
	16

	Japan
	
	
	

	*China (Beijing)
	*RTH
	96
	48

	*India (New Delhi)
	*RTH
	32
	32

	Russia
	
	
	

	Bulgaria (Sofia)
	RTH
	16
	16

	*China (Beijing)
	*RTH
	8
	8

	Czech Republic (Prague)
	RTH
	8
	16

	*India (New Delhi)
	*RTH
	16
	16

	Romania (Bucharest)
	
	16
	8

	Sweden (Norrköping)
	RTH
	16
	16

	United Kingdom (Exeter
	RTH
	8
	64

	Saudi Arabia
	
	
	

	Germany (Offenbach)
	RTH
	8
	16

	Sweden
	
	
	

	Denmark (Copenhagen)
	
	32
	32

	Finland (Helsinki)
	
	64
	64

	Germany (Offenbach)
	RTH
	64
	64

	Latvia (Riga)
	
	64
	16

	Lithuania (Vilnius)
	
	16
	8

	Norway (Oslo)
	
	64
	64

	Russian Federation (Moscow)
	RTH
	16
	16

	United Kingdom
	
	
	

	Belgium (Brussels)
	
	32
	32

	Denmark (Copenhagen)
	
	32
	32

	France (Toulouse) 
	RTH
	384
	128

	Germany (Offenbach)
	RTH
	64
	64

	Iceland (Reykjavik)
	
	16
	16

	Ireland (Dublin)
	
	64
	64

	Italy (Rome)
	RTH
	16
	16

	The Netherlands (De Bilt)
	
	64
	64

	Norway (Oslo)
	
	32
	32

	Portugal (Lisbon)
	
	32
	32

	Russian Federation (Moscow)
	RTH
	64
	8

	Spain (Madrid)
	
	32
	32


Figure 3: 
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Figures 4 & 5

Annual traffic usage: main access line
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Annual traffic usage: backup line
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Figures 6 & 7

Weekly traffic usage: main access line
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Daily traffic usage: main access line
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3. Activities required by the Work Plan for RA VI WG on PIW
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