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EXPERIENCE GAINED IN UTILIZATION OF THE INTERNET 

(Submitted by Ian Senior (Melbourne))

	Summary and purpose of document

This document discusses the use of the Internet in BOM Australia with particular reference to the exchange of operational data.


Introduction

Currently BOM uses a 20Mbps Internet interface in it’s Melbourne Head Office and a 10Mbps Internet interface in it’s Brisbane regional office. We also use a 3rd party site to handle Web access to our Radar data. The amount of Internet traffic we are handling doubles every year as can be seen in the graphs below. Most data is outgoing (ie the public getting data) as opposed to us receiving data. 

The Internet is a very cost effective method for the general public and some specialist users to get data. Our Internet costs are about USD$350,000 per annum. 

In terms of operational GTS type data on the Internet there are five topics I would like to discuss:

1. GTS links via the Internet

2. e-mail

3. FTP

4. web/http

5. VPNs

GTS links via the Internet

Currently BOM has several Internet based GTS links:

1. New Zealand

2. Malaysia

3. Vanuatu

4. PNG

5. India

6. Moscow

7. Test connections to Brazil and Venezuela

8. We also receive some operational data from Japan and the UK Met office via the Internet.

Most of the links use the WMO sockets standard however the Moscow link uses the WMO FTP standard.

The Internet is very good in terms of price and throughput. However it’s reliability remains an issue for mission critical data.

We have had several long, unexplained outages on a couple of GTS links, particularly to India.

Also there are no defined fault diagnoses procedures for GTS Internet connections. For example, we cannot ask our Internet provider to investigate why we cannot reach India (IMD) when our local Internet link is working correctly.

We would not recommend the use of the Internet for mission critical GTS links. It is however an ideal automatic backup for leased line GTS links and is very good for GTS links where there exists an alternative non-Internet data source.

Operational use of FTP

In terms are important data from other Met Centres there are currently three instances where we exchange data using FTP outside the GTS framework:

1. We FTP “get” of JMA Model data via the Internet at set times of day. The files are in “tar” (archive) format which we automatically expand into individual GRIB files (with WMO headers) which we ingest into our Message Switch.

2. The UK Met Office sends (FTP) us ECMWF model data via the Internet. They send the files to our external FTP Server (ftp.bom.gov.au) and our Message Switch picks the files up from there. Each files contains multiple GRIB messages that we must extract. The GRIB messages do not contain a WMO abbreviated header (TTAAII CCCC) or WMO/FTP length fields so we extract the messages by looking for GRIB and 7777 which is not ideal.  This system has not been particularly reliable. There have been a couple of major problems:

1) For the last five days (to 2/12/03) we have not received these files from the UK. It appears that the UK Met Office have a Router problem.

2) We have to delay 10 minutes before processing the incoming files because we have difficulty telling when the FTP has completed. This problem would be overcome if they used the WMO standard of sending to a temporary filename and then renaming the file.

3) Some files simply do not arrive.

3. We receive TOVS (TIROS operational vertical sounder) data from the UK Met Office via the GTS link and we switch this data to JMA based on the filename. This system works very reliably. It does however use a UK Met Office supplied filenaming convention. We would prefer to use a general (WMO) filenaming convention.

For both the JMA and ECMWF Model data we would prefer to receive this data via the GTS lines. The GTS lines have sufficient capacity to handle this data and are more reliable. Additionally using the GTS links would reduce our costs as via the Internet we have to pay an incoming volume charge.

Domestically many big users now access our data using FTP across the Internet.  We place most of our data on an externally accessible FTP server (ftp.bom.gov.au) and allow people access to it. via FTP “get” (or Web browsing). We also deliver data via FTP “put” to many larger users.

 Similarly external agencies can FTP us data by sending the files to ftp.bom.gov.au. For domestic data this works very well and is cost effective and simple to operate.

e-mail

Operationally we receive hundreds of observations via e-mail per day. We also send a couple of thousand e-mails per day.

In terms of the GTS we receive e-mail from PNG and about one per day from Fiji. The rest are from external organizations and remote locations.

In general problems processing observational data in e-mail messages relate to the lack of a consistent e-mail format. The problems include:

1. Sending the data in attachments in either MIME “quoted-printable” or “base64” format.

2. Use of private (eg hotmail) accounts. (we reject operational e-mail data that is not from a pre-registered source)

3. Use of unusual report separators (eg semi-colon)

4. Use of html formatted data.

5. Use of signature, and comment, type information in amongst the observational data.  

In general we ask people to:

1. Send the data in the body of the message and not in attachments.

2. Preferably surround the message with ZCZC/NNNN.

3. Send only one WMO message per file.

4. If there is no WMO header then multiple observations are still acceptable.

5. Do not use attachments.

6. Use only source e-mail addresses that have been pre-registered with us.

7. Do not include signature and wrapper type information.

e-mail is not an end-to-end, real-time delivery mechanism so it not a preferred method for receiving data. We do however recognise that it is very convenient for some users.

The addition of a GTS standard format for e-mail exchange is a big improvement. I do however have a couple of minor concerns about the standard.

1. Scanning the message for the TTAAII CCCC line to find the start and end of messages may lead to the occasional false match where the wrong line is thought to be the start of a message.

2. Allowing multiple messages in the body of the e-mail complicates processing in most Message Switches. If every e-mail had of been restricted to one WMO message then it’s structure would have fitted nicely into the traditional GTS standard of:

1. Heading line

2. Abbreviate header

3. Text

4. Trailer

That is, the e-mail header would have equated to the traditional WMO header.

Instead by allowing for multiple messages it becomes more difficult to preserve the original e-mail in the Message Switch for diagnostic and logging purposes while processing each WMO message separately.

3. I am not sure what use will be made of the option to include attachments in MIME Base64 standard format.

4. Similarly I am unsure about the statement “The structure and filename of an attachment shall be identical to that of a file transferred by FTP”. I assume that for observational data this means a format of:
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This structure will only be possible for centres with Message Switches and not for people using a standard e-mail package. And for centres with Message Switches then I expect they would use FTP or other mechanisms rather than e-mail.

I do hope that someone tested this new GTS e-mail standard on a Message Switch before it was proposed and adopted.

Web/http

Our Web site is extremely popular as can be seen from some of the statistics below. The most popular data by far is the radar data (10-minute interval loops) and the tropical cyclone tracking maps.

Most of our Web Serving is done via a 4-node linux cluster and a CISCO load balancer.  Requests to www.bom.gov.au go to the load balancer which passes the requests to the linux servers on a round-robin basis. Currently each machine in the cluster has it’s own disk and updates it’s data from the master server every minute.

Eventually we will extend the Web Serving to also operate from the Brisbane Disaster Recovery Site (DRS).

Currently the Radar data is not served from the linux cluster and is instead hosted on a 3rd party site. The advantage of the 3rd party site is that they have more bandwidth than us and so in theory are more able to handle the high Web traffic that occurs during severe weather events. Unfortunately at the moment they do not have the server capacity to handle the load during these events. Also their basic system has been relatively unreliable due to what appears to be a lack of technical knowledge.

Operationally we also get some useful colour sigwx charts from the USA and Hong Kong by checking their Web Sites at set times of day.

Virtual Private Networks (VPNs)

We have several connections to remote sites using the Internet and VPNs. The reasons for this are a combination of cost, performance, easy of use and flexibility. The system has proven reliable. It does however require a powerful router at the remote site for the VPN encryption.

The VPN procedures used are the same as those recommended by Rémy Giraud for the GTS.
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	Delay /
Utilization 
	Bytes
	Frames
	Errors
	Discards
	Fecn/Becn
	

	Delay (24Hours)
	1ms
	-
	-
	-
	-
	-
	

	Delay (12am-12am)
	1ms
	-
	-
	-
	-
	-
	

	Transmit (24Hours)
	18.70%
	1.2T
	1.4G
	0
	26.3K
	0 (Fecn)
	

	Transmit (12am-12am)
	18.70%
	1.2T
	1.4G
	0
	26.3K
	0 (Fecn)
	

	Receive (24Hours)
	5.50%
	357.1G
	1.4G
	0
	0
	0 (Becn)
	

	Receive (12am-12am)
	5.50%
	357.1G
	1.4G
	0
	0
	0 (Becn)
	

	Average values calculated between 12am-12am on "Sun,Mon,Tue,Wed,Thu,Fri,Sat"
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