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	Summary and purpose of document

This document includes the report on the status of implementation of TCP/IP procedures and applications at RTH Tokyo.



1.  GTS facilities

JMA central telecommunication system was replaced by new one in October 2005.  The new system is fully adopted GTS TCP/IP strategy.  All GTS circuits connect to the system by TCP/IP procedure. The new system is also capable of the data exchange through the Internet  using gateway system at headquarters.
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2.  Current status of implementation of the GTS circuits

Table 1   Status of the GTS circuits connected with RTH Tokyo (as of April 2006)

	Circuit
	Speed
	Procedures

Applications
	Routing protocol
	Exchange data type

	Washington
Tokyo
	MTN
	FR (IMTN cloud I)

CIR: WT ( 32/768kbps ( TK

Port: WT=1.5Mbps,TK=1.5Mbps
	TCP Socket

Simple FTP
	BGP-4
	Message (A/N, binary, fax),

File (Satellite data)

	Melbourne
Tokyo
	MTN
	FR (IMTN cloud I)

CIR: MB ( 16/32kbps ( TK

Port: MB=256kbps,TK=1.5Mbps
	TCP Socket

Simple FTP
	BGP-4
	Message (A/N, binary, fax),

File (Satellite data)

	Beijing
Tokyo
	MTN
	FR (IMTN cloud II)

CIR: BJ (48(*1)/48kbps( TK

Port: BJ=256kbps,TK=128kbps
	TCP Socket

Simple FTP
	BGP-4
	Message (A/N, binary, fax), 

File (Satellite data)

	New Delhi     Tokyo
	MTN
	FR (IMTN cloud II)

CIR: ND (16/16kbps( TK

Port: ND=64kbps,TK=128kbps
	TCP Socket
	BGP-4
	Message (A/N, binary)

	Khabarovsk
Tokyo
	RMTN
	  14.4kbps (auto fall back  V.34 modem )
	TCP Socket
	Static
	Message (A/N, binary, fax)

	Bangkok
Tokyo
	RMTN
	FR (NNI basis)

CIR: BK (16/16kbps( TK

Port: BK=128kbps,TK=192kbps
	TCP Socket
	BGP-4
	Message (A/N, binary)

	Hong Kong
Tokyo
	RMTN
	FR (NNI basis)

CIR: HK (16/16kbps( TK

Port: HK=64kbps,TK=192kbps
	TCP Socket

Simple FTP
	BGP-4
	Message (A/N, binary),

File (Satellite data,GPV)

	Seoul
Tokyo
	RMTN
	FR (NNI basis)

CIR: SL (16/16kbps( TK

Port: SL=64kbps,TK=192kbps
	TCP Socket
	BGP-4
	Message (A/N, binary, fax)

	Manila
Tokyo
	Inter-regional
	FR (NNI basis)

CIR: MN (16/16kbps( TK

Port: MN=64kbps,TK=192kbps
	TCP Socket
	Static
	Message (A/N, binary)



FR: Frame Relay;     CIR: Committed Information Rate;     NNI: Network-to-Network Interconnection
           Note (*1) : upgrade to 96kbps being under process


3.   Implementation status of TCP/IP protocols and applications

3.1  TCP/IP

TCP/IP protocols are used on all of GTS circuits connected with RTH Tokyo.  Meteorological messages including T4 charts are currently exchanged through the standard WMO sockets. They would be migrated to FTP of accumulated messages upon necessary arrangements with adjacent centers. The new Message Switching System of RTH Tokyo is applied to batched FTP procedure, which is already used for internal massage switching between servers.

Simple FTP is also used to receive satellite data from Washington ,Melbourne and Beijing and to relay some part of them to Beijing and Hong Kong.  GPVs of JMA one week ensemble forecast model are also transmitted to Hong Kong by simple FTP. The following manners are currently applied.

Data from Washington:
GET by Tokyo

Data from Melbourne:
PUT by Melbourne with renaming

Data from Beijing:
PUT by Beijing  with renaming

Data to Beijing:
GET by Beijing

Data to Hong Kong:
PUT by Tokyo with renaming

Satellite data exchange using  simple FTP is to expand to other GTS circuits such as Seoul-Tokyo near future. GTS file naming convention is used in these file exchange.

The new MSS is also able to receive meteorological messages via E-mail, which is under testing.

3.2  Routing protocols

BGP-4 is applied over almost all the TCP/IP circuits connected with Tokyo except Khabarovsk-Tokyo and Manila-Tokyo where static routing is applied.  In principal Tokyo advertises all available routing information to BGP neighbours without filtering, while exchange of BGP routes with the Equant router, which interconnects both Tokyo - Beijing and Tokyo – New Delhi as well as RA VI－RMDCN, is limited to a minimum that is necessary for establishing IP connectivity among these two centres and Seoul where re-routing operation is applied.

With growing IP connectivity among GTS centres, there would be a bypass route(s) through a third centre in addition to the direct one.  For making practical use of this feature, Tokyo, Washington and Melbourne started re-routing via the bypass route in case of a failure of the direct link on a triangle of circuits interconnecting these three centers established within IMTN could I in February 2003. On September 2003 Brisbane joined to the triangle as a Disaster Recovery Site for Melbourne. Besides, Tokyo, Beijing and Seoul also have re-routing connection among them.

4.  Traffic status of IP links

 (a) Wahington-Tokyo
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(b) Melbourne-Tokyo 
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(c)  Beijing-Tokyo
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(d) New Delhi-Tokyo 
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(e) Khabarovsk-Tokyo 
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(f)  Bangkok-Tokyo
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(g)  Hong Kong-Tokyo 
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(h)  Seoul-Tokyo
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(i) Manila-Tokyo
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Figure 1   GTS facilities and Internet accessing system 
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Figure 2   Configuration of the GTS circuits connected with RTH Tokyo
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