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	Summary and the Purpose of the Document

The document provides draft organization and design principles for the WIS data communication structure to facilitate its early implementation.   



Action Proposed :

  The expert team is invited to review this document, especially the discussion points and to refine the draft organization and design principles as a recommendation.
1.  General consideration on draft organization
It is not realistic to build the WIS data communication structure on homogeneous network architecture.  The structure should be considered as a combination of appropriate components which possess specific characteristics required for each portion.  Basically classification of four components is expected as shown in Table 1.
Core network is literally the core of WIS data communication structure and closely links a small number of GISCs together.  It should be designed from the viewpoint of stability and capability rather than sense of cost-effectiveness.  On the other hand, most of branch links should be implemented seeking cost-effective solutions applicable to their geographical conditions.

A trunk link is a joint segment between hubs, i.e. GISC to DCPC.  As the required capability depends on scale and responsibility of each DCPC, it may be designed suitably in individual cases according to some guideline and/or criterion.  Multicast component should be carefully designed from the stand point of recipients, keeping balance of costs, availability and utility.

Table 1  Four expected components with required characteristics of the WIS structure
	Components

Characteristics
	Core network
	Trunk links
	Branch links
	Multicast component

	Segment
	GISC-GISC
	GISC-DCPC
	GISC-NC/authorized user

DCPC-NC/authorized user

	Main use
	Data/metadata synchronization for regional/global data exchange
	
	

	
	Routine data collection
	

	
	Routine data dissemination

	
	Ad hoc request/reply
	

	Timeliness
	Routine
	Severely

time-critical
	Time-critical
	Real-time at WWW operation level
	Real-time at WWW operation level

	
	Ad hoc
	Not time-critical but real-time basis
	Near real-time without serious delay
	

	Traffic
	Routine
	Enormous volume
	Large to medium volume depending on DCPC products
	Asymmetric volume

(data dissemination >> data collection) 
	Large volume

Basically 1 way

	
	Ad hoc
	Uneven from little to much

(Unpredictable)
	

	Reliability
	Extremely required
	Highly required
	Required

	Security in network and data
	Indispensable
	Required in most cases

	Cost-effectiveness
	Preferable
	Required
	Indispensable
	Required especially for the recipient side


2.  Design principles of each component

2.2  Core network

Indispensable requirements of the core network are predictability and stability in available throughput (bandwidth and network delay time), reliability for continuous operation on 24x7 basis without interruption and security against malicious attacks such as intrusion, denial of service, tampering, spoofing and snooping.  To meet the requirements, not the Internet but closed network services on SLA (Service Level Agreement) should be used.   In common understanding, the Improved MTN should evolve into the core network.

Topology of the core network has been expected so-called full-mesh connectivity since development of FWIS concepts.  Lately it is said that the preconception about the full-mesh should be reviewed.

Numerical consideration of full-mesh topology is shown in Table 2.   Excessive connectivity and synchronization will hamper cost-effectiveness, flexibility of upgrade and uniformity of GISCs due to over-requirement in performance.  From the practical and relative evaluation, the full-mesh can be appropriate on the assumption that the number of GISCs would be less than 8.   In case of more GISCs, the full-mesh should be avoided.  

Table 2  Consideration on full-mesh topology in case of 4 to 10 GISCs
	Number of GISCs

(N)

Evaluation items
	4 
	5 
	6 
	7 
	8 
	9
	10
	Comparison with

 the current MTN  

	Total number of connections

(N-1) x N / 2
	6
	10
	15
	21
	28
	36
	45
	24  (18 MTN centers)

	Number of connections at a GISC

(N-1)
	3
	4
	5
	6
	7
	8
	9
	1 – 5  (average 2.7)

	Multiple number of synchronization traffic to original data

 (N-1)
	3
	4
	5
	6
	7
	8
	9
	17 (on the assumption of full synchronization of 18 centers)

	Max number of hops
	1
	1
	1
	1
	1
	1
	1
	5

	Minimum bandwidth for WWW requirement

(N-1) X 64kbps
	192

kbps
	256

kbps
	320

kbps
	384

kbps
	448

kbps
	512

kbps
	576

kbps
	64 kbps/link X (number of links: 1 – 5)


Specific architectural configuration should be considered for risk-management as the core of WIS structure.  Applicable options are as follows:

·  Dual network configuration by two different network suppliers in association with a sophisticated routing protocol for effective load balancing (e.g. not HSRP (Hot Standby Routing Protocol) but EIGRP (Enhanced Inter-Gateway Routing Protocol))

·  Backup access line for mission critical traffic

[image: image1.wmf]
1.3  Trunk links

There will be considerable difference between DCPCs in data handling scale.  Originally each DCPC (Data Collection or Product Center) is literally classified into two specific types.  In case of the Data Collection type, its trunk link to a parent GISC does not always require wide-bandwidth as long as it enables secure real-time transfer of collected data.   On the other hand, Product Center’s trunk link should be designed in consideration of amount and timeliness of products.

In most cases, traffic unbalance between incoming and outgoing is inevitable.  It is worth studying introduction of appropriate methods for asymmetric capacity such as flexible contract manner of managed network services, combination of two-way and one-way links, and addition of complementary Internet VPN link for overflow traffic. 
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1.4  Branch links to leaf nodes

Since a lot of branch links will be connected with a GISC, it is essential for GISCs to seek cost-effective options to minimize their recurrent costs.   Reasonable link options are definitely designed on the Internet basis.   Although most promising option is an Internet VPN link, complement options such as HTTPS Web data ingest and e-mail data collection/distribution should be prepared as a GISC function. 

On the other hand, there must be NCs which prefer dedicated links to Internet links from the view to respect GTS tradition.  To meet their requirements with cost-effectiveness, a collaboration framework to join a common managed network service should be coordinated as well as the trunk link case.  Although there seems administrative difficulty in the coordination, empirical know-how from the IMTN project becomes a great help. 
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1.5  Multicast component
Large volume of data set required routinely with common interests of NCs and authorized users should be distributed efficiently on multicast manners.   Two possible options of multicast are Satellite-based communication systems and Internet-based distribution mechanisms.

The former is lately being watched with keen interest.  The standard DVB-S multicast technology allows use of off-the-shelf inexpensive V-SAT equipment.   EUMETcast, which is one of successful examples, is already in operation by using commercial telecommunication satellites.   It covers Europe in Ku-band and Europe, Africa and Middle-East in C-band.  There is movement to establish DVB-S multicast systems in other regions for global coverage.  Although it is expected that IGDDS (Integrated Global Data Dissemination Service) which is a collaboration scheme for satellite data and product circulation would promote the movement, there are still hurdles to overcome not in technical but in administrative aspect.  
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A typical example of the latter is Unidata IDD (Internet Data Distribution) for dissemination of earth observations from multiple data sources to the Unidata community (mainly universities in US) through the Internet on near real-time basis.  The IDD Cluster, routinely relays data to about 300 downstream connections at an average rate of approximately 170 Mbps (~1.8 TB/day), with peak rates routinely exceeding 290 Mbps (~3 TB/day).   Lately NCAR, UPC (Unidata Program Center) and ECMWF have tested the IDD Local Data Manager (LDM) software for data collection activities in the THORPEX Interactive Grand Global Ensemble (TIGGE).   During the testing, the LDM was demonstrated to be able to relay over 17 GB/hour in a single datastream from ECMWF to NCAR. 

Technically Internet-based distribution schemes like the IDD are extremely promising.   Early coordination with appropriate community bodies is required.
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3.  Summary of discussion points 

Classification of four components and design principles are:
(1)  Core network (GISC-GISC)

a)
Design on stability and capability rather than cost-effectiveness

b)
Evolution from Improved MTN

c)
Full-mesh topology for less than 8 GISCs, Non-full-mesh for more GISCs

d)
Risk-management options:

·  Dual network configuration by two different network suppliers with a sophisticated routing protocol for load balancing
·  Backup access line for mission critical traffic

(2)  Trunk links (GISC-DCPC)

a)
Design depending on scale and responsibility of each DCPC

b)
Preparation of some guideline and/or criterion

c)
Appropriate methods for asymmetric capacity:

·  Flexible contract manner of one-stop managed network services

·  Combination of two-way and one-way links

·  Complementary Internet VPN link for overflow traffic

(3)  Branch links (GISC/DCPC-NC/Authorized user)

a)
Design to minimize recurrent costs on each geographical condition

b)
Appropriate options:

·  Internet VPN links with HTTPS Web data ingest and e-mail data collection/distribution as complement

·  Coordinating a collaboration framework to join a common managed network service

(4)  Multicast component

a)
Design from recipient viewpoint keeping balance of costs, availability and utility

b)
Appropriate options:

·  Satellite-based communication systems (DVB-S) with appropriate collaboration schemes

·  Internet-based distribution mechanisms with appropriate coordination schemes
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Figure 1  Applicable options for risk-management
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Figure 2   Example options for asymmetric capacity
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Figure 3   Example of use of a common network service within a collaboration framework





Figure 4   An outline of EUMETcast





Figure 5   Hierarchical data flow of Unidata IDD 
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