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1 Introduction

The document presents the requirements necessary to develop the foundation  of a European virtual meteorological center. 

Data exchanges are the foundation of the core meteorological activities. Observation data is continually collected by earth observation systems such as automatic or manned station, aircrafts, ships, etc. These data are fed into real-time databases and used as input to numerical weather prediction system running on high performance computer facilities. The outputs of such models are then redistributed to weather forecast centres to be used by forecasters for the creation of value added products targeted at end-users. The observation data and the model outputs are archived for research use and climate studies. The SIMDAT project will help to develop a virtual and consistent view to this vast amount of distributed data and provide a secure, reliable and efficient access to them, in order to support research and operational activities of the meteorological community. 

Over the years, the meteorological community has developed a multitude of information systems, each one designed to meet the specific requirements of a particular meteorological programme. This multiplicity of systems has resulted in incompatibilities, inefficiencies and often in the duplication of efforts. The national weather services of France, Germany and the UK in cooperation with the European Centre for Medium-Range Weather Forecasts (ECMWF) and the European Organisation for the Exploitation of Meteorological Satellites (EUMETSAT) plan to develop a common infrastructure for the collection and sharing of distributed meteorological data: the Virtual Global Information Systems Centre (V-GISC). The V-GISC concept will be developed within meteorology activity of the SIMDAT project.

Some key elements of the project are:

· Improve visibility and access to data through a comprehensive discovery service based on metadata development,

· Add value to existing datasets by enabling diverse databases to be used as a unique virtual resource,

· Offer a variety of reliable delivery services,

· Provide a global access control policy managed by the partners and integrated into their existing security infrastructure.

Together, the SIMDAT technology and meteorology partners will build, operate and support a prototype of the data Grid using the output of the SIMDAT technology activity. It is planned to evolve this test bed to a comprehensive grid for the V-GISC by the end of the project.

The Demonstrator Month 12 is detailed in the document D20.1 Specification of meteorological scenario for connectivity test case.

2 Background

In 2003 the World Meteorological Organization (WMO) approved the concept of Future WMO Information System (FWIS). The FWIS will provide a single coordinated global infrastructure for the collection and sharing of information in support of all WMO and related international programmes. The FWIS will initially continue to rely upon the Global Telecommunication System (GTS). This part describes the GTS and the needs highlighted to meet the requirements of the different WMO programs.
2.1 The Global Telecommunication System

The GTS is an infrastructure used to collect and disseminate meteorological data. It is an ensemble of integrated network circuits, which interconnect meteorological centres.  It is a hierarchical structure of national, regional and global telecommunications links and uses different transmission media (telegraphic line, internet, etc). It is used to transmit real-time high priority data (observations) and non real-time data (data from archive).
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1. The Global Telecommunication System

The transported data format can be ASCII (SINOP, CREX, METAR, …) or binary formats  (GRIB, BUFR, …). The GTS strength is to be an operational private network, which is mature and operated according to well-defined procedures and shared responsibilities. But it suffers from inherent deficiencies, some of which listed below:

· Use of proprietary high-level protocols that are not supported by the marketplace.

· Volume restrictions preclude the transmission of satellite imagery,

· Lack of support for a request/reply system providing ad-hoc access to the data, 

· Inability to facilitate information insertion and distribution to programmes and public and other clients beyond the meteorological community. 
· Inability to rapidly identify where data losses are occurring and undertake remedial action. 
· Inadequate product identification and metadata leading to duplication and uncertainty of content.
The limitations of the GTS and some new requirements expressed by the meteorological community leaded to the definition of a new system: The Future WMO Information System (FWIS)

2.2 FWIS requirements

The functional FWIS requirements issued by the WMO are described below: 

	FWIS WMO requirements

	· To provide an electronic (on-line) metadata and data catalogue of all relevant data required by the WMO Programs

	· To Harmonize data formats, transmission standards, archiving and distribution mechanisms to better support inter-disciplinary use of data and products

	· To Standardize practices for the collection, electronic archival and exchange of metadata, both high-level and detailed, especially for stations and instruments


The FWIS has the following technical requirements: 

	FWIS technical requirements

	· To automatically disseminate all the observed data and products according to the user’s requirements (“push mode”)

	· To provide a request mode for data and products (“pull”)

	· To be reliable, cost-effective, modular, scalable and flexible to support:

· Different users groups and types

· Various data policies, such as WMO Res. 40 and 25

· High security level within the network and on data

· Easily integrate diverse datasets


2.3 FWIS topology

WMO has defined a virtual structure for the FWIS, which contains 3 main actors and a network able to interconnect them:

· National Centres (NC)
· Global Information System Centres (GISC)
· Data Collection and Production Centres (DCPC)

National Centres (NC) 

The NC mission is to: 

	NC mission

	· Collect national observational data

	· “Push” data intended for global dissemination to the associated GISC

	· “Push” data intended for regional or specialized distribution to the associated DCPC

	· Collect, generate and disseminate products for national use

	· Participate in monitoring the performance of the system

	· Authorize their national users to access FWIS, as appropriate


2.3.1 Global Information System Centre (GISC)

The GISC mission is to:

	GISC mission

	· Receive observations intended for global exchange from NCs and DCPCs within their area of responsibility

	· Exchange information intended for global exchange with other GISCs

	· Disseminate, within its area of responsibility, the data and products agreed by WMO for global exchange 

	· Hold the data and products agreed for global exchange for at least 24 hours and make it available via WMO request/reply (”Pull”) mechanisms

	· Maintain, in accordance to the WMO standards, a catalogue of all data and products for global exchange and provide access to this catalogue


2.3.2 Data Collection and Production Centre (DCPC)

The DCPC mission is to:

	DCPC mission

	· Receive information intended for dissemination to NCs within its area of responsibility (i.e. regional collection)

	· Collect program-specific data and products

	· Produce regional or specialized data and products 

	· “Push” information intended for global exchange to their associated GISC

	· Disseminate information intended for regional exchange 

	· Support access to their products via request/reply (”Pull”) mechanism

	· Maintain data and product catalogues in a WMO-agreed standard format and facilitate access to this catalogue


2.3.3 Data communication network

The Data communication network interconnecting these 3 main actors must be based on an agreed technology available to the participating centres and has to be able to handle the data volumes within several different communication ways (satellite, terrestrial links and managed data network services)
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2. Data Collection Flow model

The GISCs are interconnected and exchange data and metadata in order to serve their clients. The NC and the DCPC send data to the GISC within their WMO area. A NC can send its data to a DCPC and the DCPC will provide the GISC with them. 

Figure 2 and 3 describes the model for collection and distribution of data.
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3. Data Distribution Flow model

A GISC will disseminate the data to the National users under its area of responsibility. It will also distribute data to the NC and DCPC falling within its area of responsibility.

3 V-GISC

As a first step towards the establishment of the FWIS, the national weather services of France, Germany and the UK have volunteered to jointly work out the concept of a virtual GISC (V-GISC) shared by their services and to include ECMWF and EUMETSAT  as DCPC’s into the concept. The 3 V-GISC partners form a cluster, which enjoy equal rights and mutually support one another.

The V-GISC infrastructure will permit to improve the load distribution and availability of the system. It will provide a uniform external interface to the user and also will reduce the implementation cost. Figure 4 describes the V-GISC within the FWIS architecture. The V-GISC will be seen as a normal GISC and will fulfill the FWIS requirements defined above. The users will access the V-GISC like any other GISCs, the datasets being distributed among Météo-France, DWD, UK MetOffice, ECMWF and EUMETSAT.
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4. Data Communication Infrastructure

The data communication infrastructure (DCI) will provide access to the distributed meteorological databases through the V-GISC. The users can either access the V-GISC or access directly the NCs or DCPCs. 

The infrastructure will be developed by the meteorology activity of the SIMDAT project.  The requirements described below are organized in three parts:

· Technology requirements,

· Scenarios & Use cases,

· Component View

3.1 V-GISC technology requirements

The technology requirements have been split in 4 categories: the Grid Infrastructure, the Distributed Database, the Virtual Organization Aspects and Ontology. Detailled performance requirements are described in document Performance Targets in VGISC (accessible from the ECMWF SIMDAT Wiki).
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5. V-GISC logical organization
Grid Infrastructure 

Within the Grid Infrastructure is described how all the entities of the infrastructure will communicate but also the way the V-GISC is accessible from outside. The Grid infrastructure will allow the dedicated connectivity across the five partners (Météo-France, UK Met Office, DWD, EUMETSAT and ECMWF) and offer interfaces with the FWIS actors (external DCPCs, GISC, NC). The infrastructure must offer facilities to disseminate time-critical data under security.

3.1.1.1 Functional Requirements

	Grid Infrastructure Functional Requirements
	Priority

	· To provide an infrastructure across the 5 partners as basis for higher level services and capable of supporting the wide variety and larges volumes of data
	High

	· To provide interfaces to achieve interoperability with standards and protocols used by other FWIS actors
	High

	· To provide an extendable and scalable interface able to accept new partners. 
· Accept partners providing access to their facilities using web services
	High

	· To provide robust and efficient transport for VGISC node-to-node and node-to-client data exchange
	High

	· To provide mechanism to transport very large data volumes
	High

	· To offer functionality for subscribing to datasets

· Receive them according to a dissemination policy
	High

	· To provide secure connections betweens the entities of the systems

· Send inter-nodes commands securely

· Metadata, data integrity
	High

	· To provide Quality of Service (QoS): Traffic prioritization, request cost evaluation, queuing system
	High

	· To provide resources management and scheduling service
	High


3.1.1.2 Performance Requirements

	Grid Infrastructure Performance Requirements
	Priority

	· To provide a fast data transfer service. It has to handle transfer files in the order of several Gigabytes with performances comparables to Ftp.
	High

	· To provide a scalable infrastructure. The interface needs to be scalable to enable exploitation by at least 1000 users simultaneously
	High

	· To provide a manageable infrastructure. The management overhead must stay reasonable as the infrastructure continues to grow and accept new partners.
	High

	· To support differentiation of streams of data where different priorities are associated with each stream.
	High


3.1.2 Distributed databases

Data resides and are managed by each partner. The 3 main partners (Météo-France, UK Met Office, DWD) will be closely connected and will be seen as a unique entity offering a collection of datasets to the users. To offer this unique view, the distributed database must be easily interfaced with the actual systems (flat file repository, meteorological database, relational databases). It should also be enough flexible to easily add a new database containing new datasets. For resilience and performance reason the metadata will be synchronized between the partners and part of data (the real-time datasets) is replicated on at least two sites. For example if DWD is down Météo-France or/and the UK Met Office must be able to deliver the real-time data to DWD users. The replication is configurable and is managed by each partner (can be activated or deactivated). The distributed database will manipulate two different kinds of datasets:

· Real-time data: This can be the observation data, model outputs, post-process data, time critical products or warnings. The real-time term is applicable to the data only within 24-48 hours after the data birth date. After that, the data is treated as a non-real time data. These datasets are produced several times within a day and should be distributed within one hour. The average size of daily observations dataset is 58 Megabytes. Currently more and more satellites data are produced and used within the meteorological community and the quantity of daily real-time data is growing rapidly (2 GB produced daily). 

The V-GISC will act in this context as a replacement for the GTS. Each node of the GTS has targets and agreements relating to its performance, such as its internal reliability, and the timeliness with which it exchanges data with its neighbours - the latter will vary depending on the types of data being exchanged. The V-GISC will develop similar performance targets that are at least comparable to those of the GTS; these targets will be published as part of the operating specifications of the V-GISC. 

· Non real-time data: This is the data contained within the meteorological archive. These data are usually stored on tapes and implies asynchronous retrievals. For example ECMWF runs an archive called MARS. So far 1 Petabyte has been archived and is accessible to ECMWF users. The Data Communication Infrastructure must be able to handle a dataset of few Terabytes but not in a time-critical request.

Metadata are a critical component of the data communication infrastructure. Metadata are required for the discovery, browsing and access. The internal DCPCs will use this infrastructure to update the V-GISC catalogue. The metadata updates will be synchronized among the partners.

The catalogue will be accessible to anybody and a discovery service will be implemented. A query interface will be offered to request sets of data. A subscription service to the datasets will be also implemented. The users will subscribe to different data and will receive it daily when available.

Quality of service mechanisms will be implemented. The cost of a request will be estimated in term of resources necessary to offer the service. The request will be then placed in a queue and the position in the queue will depend on parameter such as the cost of the request, the user’s priority, …. 

Prioritization mechanisms will be implemented in order to deliver data, such as warning messages, as soon as they are received by the V-GISC. 

3.1.2.1 Functional Requirements

	Distributed Database Requirements: Data Aspects 
	Priority

	· Interface with existing meteorological databases (flat file repositories, RDBMS database, off-line archives, XML DB)
	High

	· Flexibility and scalability: the ability to add new databases must be straightforward
	High

	· Data replication and caching: for reason of resilience or performances, and of the implied issues of synchronisation
	High

	· Robustness: the outage on one database or partner should not affect the reliability of the system
	High

	· Asynchronism: some of the data is archived on tape and retrieval should be performed asynchronously. This will imply the use of queues and priorities
	High

	· Database administration: each partner will continue to manage their own databases 
	High

	· Quality of service: The V-GISC has to provide mechanisms like queuing system, request cost estimation in order to control how the users can use the system and always offer the same quality of service.
	High


	Distributed Database Requirements: Metadata Aspects 
	Priority

	· To provide a distributed catalogue describing the datasets accessible within the V-GISC
· Classes of data range from huge satellite track records, to forecast model outputs and observations
	High

	· To synchronize catalogue between the partners
· To ensure that links between metadata records and data locations remain valid over time

· To ensure that changes made to datasets are reflected in corresponding changes to the metadata
	High

	· Provide mechanisms for a node to quickly announce to the other nodes the availability of some specials datasets (storm warnings, etc)
	 High

	· To offer functionality to search for and find datasets of interest

· Human to formulate queries directly to the catalogues
· Machine-to-machine queries
· Search entry point must exist at different locations
	High

	· To provide automated dissemination of all observed data and products, both real-time and non-real-time data (Push Model)
· Scheduling system

Traffic prioritization
	High


3.1.2.2 Performance Requirements

	Distributed Database Performance Requirements
	Priority

	· To build the catalogue in such a way that it can handle daily between 1 and 5 millions of new real-time data information files without affect the product discovery service.
	High

	· To build the distributed database in such a way that it can accept daily between 1 and 5 millions of new real-time data. The size of the daily real-time data batch is between 1 and 3 Gbytes.  
	High

	· Warning messages once received have to be sent to the other catalogue nodes within few seconds
	High


3.1.3 Virtual Organisation

The Virtual Organisation regroups all the security and management aspects of the VGISC infrastructure.

3.1.3.1 Security

The Data Communication infrastructure must be secure. The security aspect can be split in three parts:

· Trust among the entities: All the entities (3 partners, external & internal DCPCs and NC) have to establish secure connection to exchange the database update and synchronization. In that case the authentication, authorization, data integrity and non-repudiation of the data are compulsory.

· User access: The V-GISC must be able to identify, authenticate and authorize users to access the data. The user will use a single sign-on credential for authentication and the virtual organization (VO) will authorise them to access different datasets. Each site will be responsible to define policies to access its data. For example Météo-France authorizes the Météo-France users to access all its data available through the V-GISC. The VO manages all the policies from the different sites and crosses user’s profile with data policy in order to authorize a user to access a dataset.

· Data protection: The infrastructure must ensure the integrity of the data exchanged between the partners or sent to the users.

A. VO Security Functional Requirements
	VO Security Functional Requirements
	Priority

	· To authenticate
· Entities of the system (Data Repository, Data Transfer Servers, …)

· Users of the system (V-GISC administrator, meteorologist, …)
	High

	· To authorize users to access data
· Provide global data access policies
	High

	· To provide a global access control policy managed by each partner and integrated into their existing security policy
	High

	· To secure communication within the entities of the system

· Commands encrypted

· Metadata synchronization encrypted
	High

	· To protect the data 

· Ensure the integrity of the datasets circulating over the V-GISC. 
· Ensure the non-repudiation of certain types of data
	High

	· To audit

· Maintain an audit of all activities and transactions for billing and non-repudiation purposes
	High


B. VO Security Performance Requirements
	VO Security Performance Requirements
	Priority

	· To ensure that the security mechanisms like encryption doesn’t affect the VGISC response time.
	High

	· To ensure that the data integrity and non-repudiation mechanisms don’t affect the data transfer rates in such way that the VGISC cannot fulfill its QoS requirements.
	High

	· To ensure that the secure data transport protocols used have performances at least comparable with HTTPS or SSL-like protocols.
	High


3.1.3.2 Monitoring and management 

The V-GISC will be a production infrastructure available 24/7. For this reason the resilience of the system must be ensured and backup and recovery procedures have to be defined for each V-GISC partners. The V-GISC will have to support the future monitoring and management WMO procedures.

Monitoring tools must be available to check and supervise the V-GISC activity. User activity, Data exchange flow and systems must be monitored and logged. There will be monitoring tools at the local level offering to the partner a deep view of their V-GISC node. Global monitoring tools reporting problems and mal-functions on the V-GISC will be also available. Each partner is responsible for its V-GISC node and management tools will also be available at a local level:

· To create, remove users and modify users profile

· To add, remove and modify databases and datasets in the catalogue

A. VO Monitoring and Management Functional Requirements

	Monitoring and Management Requirements
	Priority

	· Ensure the resilience of the system 24/7

· Define backup procedures

· Define recovery procedures
	High

	· Monitor and log the V-GISC activity

· At a local level on each site (user activity, data flow, etc)

· At a global level 

· Provide reporting tools to analyze the V-GISC activity over a long time period
	High

	· Manage at a local level the V-GISC

· User management and registration
· System management
· Database management
· Catalogue management 
	High


B. VO Monitoring and Management Performance Requirements

	VO Monitoring and Management Performance Requirements
	Priority

	· To ensure that the Logging and Management doesn’t affect the core activity of the infrastructure 
	High


3.1.4 Ontologies

One of the key components of the V-GISC is a catalogue that contains a description of the data that are available to the users. The catalogue will not contain the data itself, but metadata that are sufficient so that the requirements of a GISC could be fulfilled:

· Describe the data available at the GISC

· Describe the data available at other GISCs and external DCPCs

· Allow users to discover data by browsing and searching

· Allow users to select and subscribe to data

· Deliver the requested data 

· Export the catalogue with other GISCs

· Import catalogue information from other GISCs and external DCPCs

The catalogue must also contain information required to implement the V-GISC, i.e. its distributed aspect:

· Describe data policies

· Locate the requested data within the V-GISC

· Provide access to legacy databases

· Import legacy metadata

· Support information for caching, logging, …

This catalogue will be built using the WMO core metadata standard, with the necessary extensions required to implement the V-GISC.

In order to capture all these requirements, an ontology will be built that describes all aspect of the legacy databases, their metadata, their access methods, the request language used to retrieve data. The ontology will also describe the WMO core metadata. This ontology will be used to identify the necessary extension to the WMO core metadata and to implement mapping tools between legacy system and the V-GISC.  

3.1.4.1 Functional Requirements

	Ontologies Functional Requirements

	- Build an ontology that captures, for each partners:

· What metadata are available 

· What query language are used to access the local data repositories

· What data policies are in place

	· Add to this ontology the description of the WMO core metadata

	· Use this ontology to:

· Identify what extensions to the WMO core metadata are needed in order to fulfill the V-GISC requirements

· Define a unified way to query data from the partners (unified request language)

· Define a way to describe all possible data policy

· Implement mapping tools between 

· local metadata and extended WMO core metadata

· local query language and unified query language

· Implement the catalogue (database schemas...)


3.1.4.2 Performance Requirements

	Ontology Performance Requirements
	Priority

	· To create and manage ontologies within a simple to use environment 
	High


3.1.5 System Validation

The V-GISC will have a validation environment, which will allow the integration, testing and validation of new versions of software, hardware and procedures. This validation environment will be reflected on all levels of the V-GISC architecture. 

3.2 V-GISC scenarios

In order to describe the services provided by the V-GISC, scenarios presenting how the users and other FWIS actors interact with the V-GISC are detailed. This is a general external view of the V-GISC where the V-GISC is seen as a unique entity and none of the internal V-GISC interactions are detailed.

3.2.1 User’s view 

In these scenarios, a user can be a people, a group of people (e.g organisation) or a system. The user’s actions can be:
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6. User Actions

3.2.2 V-GISC’s view

This part details the V-GISC actions while interacting with either the others FWIS actors or answering user’s queries. 3 actions have been identified:

· Metadata and data provision: The FWIS actors exchange metadata and data update to offer a unique view of the available meteorological data,

· Metadata and data access : it can be decomposed in three phases:

· Discovery mode. The user browses a catalogue to find interesting datasets. He can now choose to either use the request mode or the subscription mode.

· Request mode. The user interactively retrieves the dataset he is interested launching a request (usually automatically generated).

· Subscription mode. The user subscribes to datasets to receive it when available.

The V-GISC sees two kind of DCPC within the FWIS:

· The internal DCPCs ECMWF and EUMETSAT have a strong binding with the other V-GISC partners. They are part of the distributed database and use the data communication to synchronize the catalogues. They are integrated within the Virtual Organization (VO) of the V-GISC, as the V-GISC users will be known by ECMWF and EUMETSAT. 

· The external DCPCs are not part of the data communication infrastructure.
3.2.2.1 Metadata and data feed

The V-GISC regularly receives and sends metadata and data update from/to the FWIS actors. The following scenarios detail how the different FWIS actors feed the V-GISC and how the V-GISC feed the other GISCs.

C. V-GISC real-time data feed
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7. real-time data  feed

The V-GISC daily receives real-time data from the NC and DCPC under its area of responsibility and from the other GISCs. The V-GISC verifies the identity and privileges of the actor before updating its databases. The data is stored for at least 24 hours. 

D. V-GISC metadata feed
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8. V-GISC metadata feed

External, internal DCPCs, NCs and GISCs regularly send metadata describing updates of their datasets. The V-GISC verifies the identity and privileges of the actor before updating its databases.

E. GISC metadata feed by V-GISC

As any other GISC, the V-GISC sends metadata updates to the other GISCs.

[image: image12.png]1: send metadata,




9. V-GISC to GISC feed

3.2.2.2 Request mode (Pull mode)

The 4 scenarios below summarize how the V-GISC will interact with the other actors of the FWIS (NC, DCPC, other GISC) when a user sends request to retrieve datasets.

A. Requested dataset located within the V-GISC
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10. Dataset located within the V-GISC

In this scenario, the data is located in the distributed database of the V-GISC. Data is retrieved and sent directly to the user or through another GISC.

B. Requested dataset located within other GISCs
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11. Data located within GISCs

In this scenario the data requested by the user is located on two other GISCs. The data is retrieved from them, cached, packaged and sent to the user.

C. Requested data located on an internal DCPC
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12. Data retrieved from a DCPC

In this scenario, data is located on the DCPC and it isn’t the V-GISC responsibility to transport the data to the user. The user is recognized and trusted by the internal DCPC as the DCPC is part of the Virtual Organization (VO). Tue user is authenticated and the request is forwarded to the DCPC. When the data is ready, a credential and a data reference are returned to the user. The user can now download the data from the DCPC using the delivered credential and data reference.

D. Requested data located on an external DCPC
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13. Data located on a external DCPC

The external DCPC is not part of the VO and the user isn’t trusted by DCPC. The V-GISC locates the data and forwards the user to the DCPC. The user has then to comply to the DCPC data access policy to get the data.

3.2.2.3 Subscription mode (Push mode)

A user can subscribe to datasets according to a subscription policy. The subscription mode supports different subscription and dissemination policies (send data when it is available, if datasets is not complete after certain amount of time, send it anyway, etc). The datasets are sent according to the user preferences (sent daily, sent twice a day, etc). The following scenarios detail the V-GISC interaction with the other FWIS actors in such cases. In all of the following scenarios, the user wants to receive the data when available.

A. Subscription to receive dataset located on the V-GISC 

The user subscribes to a dataset that is located on the V-GISC. As soon as the dataset is available the V-GISC will wakeup to deliver the data to the user. The data is then recurrently delivered to the user according to the chosen dissemination policy.
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14. Subscription to dataset located on the V-GISC

B. Subscription to receive dataset not located on the V-GISC
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15. Subscription to dataset not located on the V-GISC

The user subscribes to a dataset that is located on another GISC or a NC. As soon as the dataset is available the V-GISC will wakeup in order to get the data and deliver it to the user. The data is then recurrently delivered to the user according to the chosen dissemination policy.

C. Subscription to receive data produced by an internal DCPC

It isn’t the V-GISC responsibility to transport and deliver datasets produced by an internal DCPC. When a user wants to subscribe to a DCPC dataset, the V-GISC forward the subscription to the DCPC. The DCPC add the user to its dissemination destinations. It is now the DCPC responsibility to deliver the required data when available.
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16. Subscription to internal DCPC dataset

3.3 Use Cases

The following global use cases describing the V-GISC functionalities have been deducted from the scenarios above.

In these use cases a user can be a people, a group of people (e.g. organisation) or a system. A user can have different roles depending on its interactions with the V-GISC:

· Administrator,

· Registration officer,

· Operator,

· Data receiver (i.e. scientist or NC, etc),

· Data provider (i.e. NC, GISC, etc)

· Metadata provider  (i.e. DCPC, NC, GISC, etc)

3.3.1 Global Use Cases

A User can use the V-GISC according to one of the 5 global use cases:

· Access Data and Metadata

· Provide Data and Metadata

· Manage VO

· Manage V-GISC Infrastructure (DCI)

· Monitor and Control the V-GISC

The Data Communication Infrastructure (DCI) is the backbone of the V-GISC. It is the software infrastructure developed to provide the V-GISC services. Several nodes hosting metadata and data compose it. 
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17. Global Use Cases

3.3.1.1 Access Data and Metadata
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18. Access Data and Metadata

	Name
	Discover Data [Access V-GISC Data/Metadata]

	UseCaseId
	UC.1.1

	Date Created
	04/01/05

	Last Updated by
	Guillaume Aubert ECMWF

	Project phase
	WP18.1

	Parent Package
	Meteorology Activity

	Use Case Goal

	A data receiver needs to be able to connect to the system and find what datasets are available. He discovers the data by browsing a catalogue or launching a request to restraint its search. In any case, the V-GISC returns a list of datasets with information like data origin, data location, data type, generation date, availability, data policy, etc. 

	Actors

	Data Receiver

	Pre-Conditions

	The catalogue is accessible to everybody and the discovery can be done by anybody

The V-GISC infrastructure (DCI) provides a unified catalogue to the user. Each node has got a copy of the catalogue and the DCI provides mechanism to synchronize the catalogue copy on each node.

	Post-Conditions

	Data receiver has got necessary information to choose datasets relevant for him.


	Name
	Retrieve Data [Access V-GISC Data/Metadata]

	UseCaseId
	UC.1.2

	Date Created
	04/01/05

	Last Updated by
	Guillaume Aubert ECMWF

	Project phase
	WP18.1

	Parent Package
	Meteorology Activity

	Use Case Goal

	A Data Receiver can retrieve datasets by formulating a request. The request can be manual or automatically generated by the system after a discovery phase. Within the catalogue, the V-GISC presents a global view of data it can serve. There are two cases:

Data is distributed among the V-GISC nodes. For example a user can connect on the Météo-France V-GISC node and receive data from the DWD node. 

Data is hosted by a DCPC. The DCPC acts as a Data provider and send the data to the Data receiver.

In both cases, there are mechanisms to transport efficiently the data from the V-GISC to the users and between the V-GISC nodes. 

To perform efficient retrievals, the retrieved data can be cached. The next time a user ask for the same data from the same node, he will be served directly from the cache.

Quality of service mechanisms like request cost estimation and queuing mechanisms are used to always provide the same level of service for all the users. For example a request asking to retrieve the full catalogue has to be refused to avoid to stop the system.

	Actors

	Data Receiver

Data Provider

	Pre-Conditions

	The Data Receiver must be authenticated and authorized to retrieve non public data

The V-GISC provides mechanisms to transport efficiently data between the its nodes

	Post-Conditions

	Datasets are returned to the data mover (in charge of data transfers)


	Name
	Subscribe to Data [Access V-GISC Data/Metadata]

	UseCaseId
	UC.1.3

	Date Created
	04/01/05

	Last Updated by
	Guillaume Aubert ECMWF

	Project phase
	WP18.1

	Parent Package
	Meteorology Activity

	Use Case Goal

	A Data Receiver can subscribe to datasets to receive them according to a subscription policy. The data are distributed among the V-GISC nodes. There are mechanisms to transport efficiently data from the V-GISC to the users and between the V-GISC nodes. There are different subscription policies defined like data send as soon as they are available or send the data when at least 10 products composing the dataset has been received, etc. The user can apply to any predefined subscription and dissemination policies and manage its subscription details. Different data transports are available (FTP, SFTP, HTTP, GFTP, etc)

	Actors

	Data Receiver

Data Producer

	Pre-Conditions

	The Data Receiver must be authenticated and authorized to subscribe to non public data and manage its subscription information

The V-GISC provide mechanisms to define & manage subscription policies

The V-GISC provide mechanisms to transport efficiently data between the its nodes

	Post-Conditions

	The subscription catalogue has changed

Datasets are returned to the data mover (in charge of data transfers)


	Name
	Transfer Data [Access V-GISC Data/Metadata]

	UseCaseId
	UC.1.4

	Date Created
	04/01/05

	Last Updated by
	Guillaume Aubert ECMWF

	Project phase
	WP18.1

	Parent Package
	Meteorology Activity

	Use Case Goal

	A data transfer is initiated between a data receiver and a V-GISC node. Once the data has been extracted from one of the meteorological database, the data is hosted by one of the V-GISC node and ready to be transported to the data receiver site. The data can either be pushed to the user (subscription) or pulled by the user (direct retrieve).

The data transfer must be efficient and reliable (checksum and error recovery mechanism are available). Several transport mechanisms are available (HTTP, OpenDap, FTP, SFTP, GFTP, email, etc). 

	Actors

	Data Receiver

	Pre-Conditions

	The Data Receiver must be authenticated to retrieve non public data

The V-GISC provide mechanisms to transport efficiently data to the user

In the subscription mode, the receiving system is known by the VO.

	Post-Conditions

	A selected dataset is returned to the data receiver


3.3.1.2 Provide Data and Metadata
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19. Provide Data and Metadata

	Name
	Send Data

	UseCaseId
	UC.2.1

	Date Created
	04/01/05

	Last Updated by
	Guillaume Aubert ECMWF

	Project phase
	WP18.1

	Parent Package
	Meteorology Activity

	Use Case Goal

	A Data provider sends datasets (most likely real-time data) to the V-GISC. In that case, Data Movers using a protocol and mechanisms dedicated to transfers can be used (Data mover acts as a server and receive the data). Once received and before to be archived, the data is temporarily staged on the V-GISC node in a dedicated database or in an already existing meteorological databases (having their own database schema and using home-made technologies). Metadata associated to the data is also sent and the mechanisms described in the [2.2] Send Metadata are used to update and synchronize the catalogue

	Actors

	Data Provider

	Pre-Conditions

	The Data Provider is part of the VO and authorized to send metadata and data to the V-GISC,

The V-GISC provide mechanisms to temporarily stage the received data,

The V-GISC provide mechanisms to efficiently receive data.

	Post-Conditions

	- New datasets are accessible through the V-GISC. 


	Name
	Send Metadata [Provide Data and Metadata]

	UseCaseId
	UC.2.2

	Date Created
	04/01/05

	Last Updated by
	Guillaume Aubert ECMWF

	Project phase
	WP18.1

	Parent Package
	Meteorology Activity

	Use Case Goal

	During a [2.1] Send Data, metadata are sent to provide information about the new data sets. A Data provider (like a DCPC) can also only send metadata indicating that it hosts new datasets. In both cases the V-GISC catalogue is locally updated and the update is sent to the other nodes in order to maintain the unique catalogue view.

The V-GISC has got mechanisms to update the catalogue. Synchronization facilities are needed to update the catalogue of the other V-GISC nodes.

	Actors

	Metadata Provider

	Pre-Conditions

	The Data Provider and the V-GISC node can mutually authenticate themselves and are part of a VO authorizing them to perform actions

The V-GISC provides mechanisms to store the catalogue within a database

The V-GISC provides synchronization mechanisms to offer a unique catalogue to the user 

	Post-Conditions

	The Metadata catalogue has changed


3.3.1.3 Manage VO
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20. ManageVO
	Name
	Manage Data Policies [Manage VO]

	UseCaseId
	UC.3.1

	Date Created
	04/01/05

	Last Updated by
	Guillaume Aubert ECMWF

	Project phase
	WP18.1

	Parent Package
	Meteorology Activity

	Use Case Goal

	An administrator needs to be able to define modify and delete data policies. The data policies define what kind of user or group of user can access the datasets. For example some UKMO datasets are available only to the UKMO members. The Data policies depend on the Virtual Organization definition and the related authorization model (mapping between the data policies of each partner, common data policies). 

	Actors

	Administrator

	Pre-Conditions

	An administrator has been authenticated and is authorized to manage the VO.

The VO permits to define data policies valid and recognize by all the V-GISC nodes (using global policy definition or mapping between local policies).

The V-GISC has a data policy repository (it might be the catalogue).

	Post-Conditions

	-  Administrators can create/delete/update data policies.


	Name
	Manage Billing [Manage VO]

	UseCaseId
	UC.3.2

	Date Created
	04/01/05

	Last Updated by
	Guillaume Aubert ECMWF

	Project phase
	WP18.1

	Parent Package
	Meteorology Activity

	Use Case Goal

	An administrator needs to be able to define a way to bill the data access. The V-GISC has a billing repository define billing relation between the users and the datasets.

	Actors

	Administrator

	Pre-Conditions

	An administrator has been authenticated and is authorized to manage the VO.

	Post-Conditions

	


	Name
	Manage Users [Manage VO]

	UseCaseId
	UC.3.3

	Date Created
	04/01/05

	Last Updated by
	Guillaume Aubert ECMWF

	Project phase
	WP18.1

	Parent Package
	Meteorology Activity

	Use Case Goal

	A Registration user is able to register and unregister users or update user’s profile. Each V-GISC node has the possibility to have registration officers to register their own users. For example, Météo-France needs a registration officer who can register French users in order to give them access to the V-GISC datasets. The users are part of an entity (goup, etc) that has access to an ensemble of datasets following one or several data policies.

	Actors

	Registration Officer

	Pre-Conditions

	The VO permits to register users who are recognised and trusted on each node of the V-GISC infrastructure.

A registration officer has been authenticated and is authorised to manage users.

	Post-Conditions

	-  Registration officers can create/delete/update users.


3.3.1.4 Manage V-GISC
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21. Manage V-GISC
	Name
	Manage Database [Manage V-GISC]

	UseCaseId
	UC.4.1

	Date Created
	04/01/05

	Last Updated by
	Guillaume Aubert ECMWF

	Project phase
	WP18.1

	Parent Package
	Meteorology Activity

	Use Case Goal

	An administrator can administrate the cache database. He is able to add, modify and suppress data within this database on behalf of anybody. He is also able to do all the routine works like cleaning the databases, stopping and restarting them.

	Actors

	Administrator

	Pre-Conditions

	An administrator has been authenticated and is authorized to manage the database.

	Post-Conditions

	


	Name
	Manage Metadata Database [Manage V-GISC]

	UseCaseId
	UC.4.2

	Date Created
	04/01/05

	Last Updated by
	Guillaume Aubert ECMWF

	Project phase
	WP18.1

	Parent Package
	Meteorology Activity

	Use Case Goal

	An administrator can administrate the database containing the metadata (catalogue). He is able to add, modify and suppress data within this database on behalf of anybody. He is also able to do all the routine works like cleaning the databases, stopping and restarting them.

	Actors

	Administrator

	Pre-Conditions

	· An administrator has been authenticated and is authorized to manage the metadata database.

	Post-Conditions

	


	Name
	Manage V-GISC Nodes [Manage V-GISC]

	UseCaseId
	UC.4.3

	Date Created
	04/01/05

	Last Updated by
	Guillaume Aubert ECMWF

	Project phase
	WP18.1

	Parent Package
	Meteorology Activity

	Use Case Goal

	An administrator can administrate V-GISC nodes, stop and start them, modify their configuration

	Actors

	Administrator

	Pre-Conditions

	An administrator has been authenticated and is authorized to manage the V-GISC nodes.

	Post-Conditions

	


3.3.1.5 Monitor V-GISC
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22. Monitor V-GISC
	Name
	Monitor & Control Data Flow [Monitor V-GISC]

	UseCaseId
	UC.5.1

	Date Created
	04/01/05

	Last Updated by
	Guillaume Aubert ECMWF

	Project phase
	WP18.1

	Parent Package
	Meteorology Activity

	Use Case Goal

	The V-GISC is a production system, which has to be available 24 hours a day 7 days a week. The operators or administrators need to be able to monitor and control the data acquisition and raise alarms if the expected data are not received on time. They also need to be able to monitor how the data flows between the V-GISC nodes and raise alarms in case of problems (see [5.4] Monitor & Control V-GISC Infrastructure for more details). They also are granted to restart the failing data transfers. 

Each partner’s operators have local monitoring tools to check their V-GISC nodes status. They also have global monitoring tools to have a full view of the V-GISC and report problems incoming on the other nodes to the partners operators. 

Each V-GISC node is controlled at a local level. For example only the DWD operators can control the DWD V-GISC nodes. Météo France operators can only detect the problems with the monitoring tools and report them to DWD

	Actors

	Administrator

Operator

	Pre-Conditions

	An administrator has been authenticated and is authorised to manage the V-GISC

An Operator has been authenticated and is authorised to manage V-GISC

	Post-Conditions

	


	Name
	Monitor & Control Metadata Flow [Monitor V-GISC]

	UseCaseId
	UC.5.2

	Date Created
	04/01/05

	Last Updated by
	Guillaume Aubert ECMWF

	Project phase
	WP18.1

	Parent Package
	Meteorology Activity

	Use Case Goal

	The operators or administrators need to be able to monitor and control the metadata acquisition and raise alarms if the expected data are not received on time. They also need to be able to monitor the metadata flow between the V-GISC nodes and raise alarms in case of problems (see [5.4] Monitor & Control V-GISC Infrastructure for more details).

	Actors

	Administrator

Operator

	Pre-Conditions

	An administrator has been authenticated and is authorised to manage the V-GISC

An Operator has been authenticated and is authorised to manage the V-GISC

	Post-Conditions

	


	Name
	Monitor & Control Data Receiver’s Transfer [Monitor V-GISC]

	UseCaseId
	UC.5.3

	Date Created
	04/01/05

	Last Updated by
	Guillaume Aubert ECMWF

	Project phase
	WP18.1

	Parent Package
	Meteorology Activity

	Use Case Goal

	The operators or administrators or the data receivers  (data receiver) himself need to be able to monitor and control the data receiver’s transfers. Data receivers subscribe to receive datasets when they are available.

Then they can monitor them and start, restart or stop the transfers. The operators have a global view of the V-GISC state and they can start, stop, restart the users transfers and raise an alarm if they cannot solve the problem. The administrators have the same privileges as the operators. The operators and the administrators have precedence over data receivers and can when a major problem arises prevent the data receiver to start, stop and restart their transfers.



	Actors

	Administrator

Operator

Data Receiver

	Pre-Conditions

	An administrator has been authenticated and is authorised to manage the V-GISC

An Operator has been authenticated and is authorised to manage V-GISC

A Data Receiver is authenticated and authorised to manage its transfers

	Post-Conditions

	


	Name
	Monitor & Control V-GISC Infrastructure [Monitor V-GISC]

	UseCaseId
	UC.5.4

	Date Created
	04/01/05

	Last Updated by
	Guillaume Aubert ECMWF

	Project phase
	WP18.1

	Parent Package
	Meteorology Activity

	Use Case Goal

	The operators or administrators need to be able to monitor and control the V-GISC nodes. They can check if the V-GISC is behaving properly. They have tools to monitor the state of the network between the V-GISC nodes. Operators are also granted to start/stop the V-GISC nodes causing problems and do simple recovering operations.  

Administrators can perform operations similar to the operator’s ones but they have more privileges to perform deeper operations. They have access to the full software and can change, upgrade, patch the V-GISC nodes. They can also become a user to diagnose problems under the user’s environment. They can kill jobs like irrelevant queries consuming resources (like retrieving the full catalogue). Tools are available to do the monitoring at a local (node’s view) and global level (V-GISC view). The control will be always done at a local level (only the UKMO operators can control their nodes).

	Actors

	Administrator

Operator

	Pre-Conditions

	An administrator has been authenticated and is authorised to manage the V-GISC

An Operator has been authenticated and is authorised to manage users

	Post-Conditions

	


3.3.1.6 Security
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	Name
	Identify-Authenticate-Authorize User

	UseCaseId
	UC.6.[1-2-3]

	Date Created
	04/01/05

	Last Updated by
	Guillaume Aubert ECMWF

	Project phase
	WP18.1

	Parent Package
	Meteorology Activity

	Use Case Goal

	Users need to be able to identify themselves to the system to retrieve data, subscribe to data, provide data/metadata to V-GISC, manage the VO, manage V-GISC or monitor & control it. In order to identify the user, the V-GISC needs to be able to authenticate the users (6.2) and provide an authorization model (6.3) to restrict access to datasets and functionalities of the system. For example some UKMO datasets are only accessible by the UKMO users or clients (6.3). The functionality discover data (1.1) is accessible for everybody and for all the other actions, the user has to be registered and needs to be authenticated.

	Actors

	Any kind of user

	Pre-Conditions

	

	Post-Conditions

	


4 Component’s view

Using the previously defined requirements and use cases, a first architecture of the V-GISC software called DCI (data communication infrastructure) is presented using a component view. This is a conceptual view detailing the V-GISC functionalities and this might not reflect completely the final implementation

The DCI has to provide the following services:

· It connects the diverse data sources (UKMO, DWD, Météo-France, ECMWF and EUMETSAT) to create a Virtual Database. DCI nodes host a global catalogue describing the data accessible through the DCI.

· It provides a uniform external interface to the user and enable them to easily locate, access and use the diverse distributed forms of data and their associated metadata,

· It provides standardised mechanism for collection and routine dissemination of data,

· It improves the load distribution and availability of the system,

· It offers processing services and shared data manipulation facilities,

· It offers user’s authentication and user’s authorization by mapping data policies with user,

· It offers billing mechanisms,

· It provides a flexible and secure collaboration between the partners within a virtual organisation.

The following drawing describes the DCI architecture.
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23. DCI Architecture
In order to create the virtual database, a DCI node is installed on each partner site. DCI nodes are interfaced with local legacy databases and are linked with the other nodes through a dedicated secure communication channel called the Database Communication Layer (DCL). 

A global catalogue describing the data accessible through the DCI is hosted by all the DCI nodes and is constantly synchronized through the DCL.

A Web Portal gives access to the catalogue and let users discover, select and retrieve datasets. A Grid/Web Service Portal is also available for batch clients. Users can also subscribe to datasets that will be delivered according to dissemination policies (e.g. as soon as the data is available, or on a given schedule).

The DCI can also be seen as a unique system giving access to the diverse data sources. Its key component is the Virtual database which gives access to the local databases on each site, provides access to the unified catalogue and maintains it.
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24. Unified DCI View
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25. DCI node component view
The following components are part of the DCI node:

1 Grid Infrastructure Components:

1.1 Web Portal. Using the portal, users can browse or search the catalogue, select datasets and either subscribe to them for later dissemination or download them immediately. Through this interface, an operator and an administrator have access to all monitoring and management operations provided by the DCI.
1.2 Grid/Web Services Portal. This portal provides a Web/Grid Service access to external users mainly for batch purposes. It provides the same services as the Web portal (catalogue browsing, datasets retrievals and subscriptions, DCI management, DCI monitoring, etc).
1.3 DCI Node Interface. This is the user’s entry point to the DCI. It uses either Web/Grid services, java RMI or a bespoke protocol.
1.4 Service Broker. This is the controller of the DCI node. It receives queries from the Interface layer and transforms them into a series of calls to the different components. For instance, to serve a user who wants to retrieve a dataset, the Service broker authenticates and authorizes the user calling the security component. It submits the request to the database layer. If necessary the post processing service is called to assemble data from several sources or prepare the data as asked by the user. The data mover service is then called to send the data to the user.
1.5 Subscription Component. This component implements a scheduler in order to support user subscription and data dissemination policies. It facilitates management of the user’s subscription preferences.
1.6 Data Mover. This component is responsible for efficient data transports between DCI node and client and between the DCI nodes. Several transport protocols like FTP, HTTP, GRID FTP, etc could be implemented. 

2 Distributed Data Access Components:

The virtual database layer is split in four essential components:

2.1 Request Engine. This component will handle the request expressed into a unified request language to access the meteorological databases. The Request Engine will parse and validate requests before passing it to the Metadata Manager.
2.2 Metadata Manager. This is the component managing the catalogue. The catalogue is a database containing information about what data are available and where they are located in the V-GISC. Users should have access to the same catalogue from whichever DCI node they connect to, therefore, each node of the DCI will have copy of the whole catalogue.Currently, each of the partners have their metadata catalogue as schema of relational databases or as index of flat files, or simply built-in the file names. The Metadata Manager is accessed to locate the queried data and passes the request to the Data Manager. The Metadata Manager also receives catalogue updates and is synchronized with the Metadata Managers of the other nodes in order to maintain a unique global catalogue. 

2.3 Data Manager. This component interfaces the local databases. Requests expressed in the unified request languages will be translated to local request languages. The Data Manager manages a local cache in order to improve the performance of the most popular datasets extractions.
2.4 Database Communication Layer (DCL). This component maintains a constant connection between the DCI nodes in order to exchange all the synchronization information between the nodes (catalogue, virtual organisation updates, etc). 

3 Virtual Organization Components:

3.1 Security Component. This component is responsible for the security services of the DCI node. It authenticates all the incoming users and DCI nodes. The authentication will be based on a standard PKI with generation of certificates delivered by a Certificate Authority (CA). It also authorizes the users to only perform operations appropriate to their access credentials and the data access policy.  The security component maintains an audit of all activities and transactions for billing and non-repudiation purposes. 
3.2 Management Component. This component provides the interfaces to manage the DCI. It facilitates management of users, databases and the catalogue. 

3.3 Monitoring Component. This component provides the monitoring services of the DCI. It allows operators to check that data and metadata acquisition are on schedule, to supervise the state of the different DCI nodes, to monitor user data transfers and interrupt, to delay or promote data transfers as appropriate. 

4 Ontology Component

4.1 Metadata Manager. This is the component managing the catalogue. The partners of the V-GISC project have decided that the common catalogue of metadata will be represented using the WMO core metadata standard, a standard based on the ISO-19000 series of standards used for geo-referenced data, in particular the ISO-19115 standard. The WMO core metadata is an XML based standard. Currently, each of the partners have their metadata catalogue as schema of relational databases or as index of flat files, or simply built-in the file names. An Ontology will be built in order to define the catalogue structure.
4.2 Request Engine. This component will handle the request expressed into a unified request language to access the meteorological databases. An Ontology will be built to define the structure of the query language.
5 Service Analysis Components

5.1 Post Processing Component. Some value-added processing may need to be applied to the datasets to deliver them as asked by the user. For example if the datasets are retrieved from different DCI nodes, they have to be aggregated and delivered as data single entity. Other post processing operations like interpolations, resolution transformations or plot generation could also be applied to the data. This component may implement some or all of these processes.

GLOSSARY

	Term
	Definition

	FWIS
	Future WMO Information System

	GISC
	Global information System

	V-GISC
	Virtual GISC

	DCPC
	Data Collection and Production Centre

	External DCPC
	DCPC outside the V-GISC virtual organization

	Internal  DCPC
	DCPC integrated within the V-GISC virtual organization

	NC
	National Centre

	real-time data
	Observations (small size ~ 100s Mbytes)

	non real time data
	Data from meteorological archives (from small to very big)

	WMO
	World Meteorological Organization

	FWIS actors
	NC, DCPC, GISC

	V-GISC partners
	DWD, Météo-France, UKMO

	RA-VI
	One of WMO region

	DCI
	Data Communication Infrastructure

	DCL
	Database Communication Layer
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