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ITEM  3.2
ENGLISH only

The use of FTP procedures on the GTS
 (Submitted by Hiroyuki Ichijo (Japan) )

Summary and purpose of document

This document includes the outcome of a survey on the use of ftp procedures on the GTS, and provides some discussion points to promote the ftp use and its standardisation.



ACTION PROPOSED

The session is invited to review the discussion points from the outcome of the survey and to clarify things to recommend as a guideline.  

1.  An outline of the survey

The TCP/IP migration is progressing in the GTS community.   There are many Centres to have introduced TCP socket links as the initial step and then to study the possibility of migration to ftp based links as a goal.  However most of NMCs, especially in RA II, hesitate to move forward because of lack of actual information about ftp procedures on the GTS.   

To promote the use of ftp procedures on the GTS, a questionnaire was distributed to 22 Centres, which had already implemented ftp and were interested in ftp implementation, in 2001 and 2002.   The 15 replies are summarised in Attachment of this document.

2.  Outcome of the survey and discussion points

2.1  For existing message types with AHL (batched ftp)

(1) File naming convention (CCCCNNNNNNNN.ext)

· About half of the Centres use the convention in the Attachment II-15 of the Manual on the GTS.  The others use their own conventions,   Most of the latter half include a time group in their file names.  There are specific cases without any cyclic number to indicate continuity of transferring files.

· The ext for urgent messages (i.e. “ua” or “ub”) is not used so far.

· In most cases, the file sequence number (NNNNNNNN) of zero is not dealt with system initialisation.      

Discussion points

· Can the file naming convention in the Attachment II-15 be a true standard on the GTS? 

If Yes, we should encourage that Centres would introduce the convention in the Attachment II-15 at their appropriate timing/opportunity such as system replacement.

  If No, we should reconsider to revise the convention. 

A Centre having links with different file naming conventions could desire a true standard

.      

· Isn’t it problem to use a specific convention without any cyclic number in the view of request for retransmission?

· To clarify interpretation of “a sequential number from 0 to 99999999”
Interpretation 1:  regular cyclic from 1 to 99999999 with 0 for initialisation
Interpretation 2:  regular cyclic from 0 to 99999999
Even interpretation 2, the system would set 0 inevitably at its initialisation.  Thus a receiver should regard a skip to 0 as the sender’s initialisation and not request for repetition.      



(2) Message accumulation and retransmission rules

· The option 1 (format identifier=00, SOH to ETX) for the message structure in a file is used predominantly. The option 2 (format identifier=01, bulletin without starting and end lines) is rarely used.

· There are not many Centres having a rule and/or functions for retransmission by request in the message sequence number.

· There are a few Centres having a rule and/or functions for retransmission by request in the file.

· There are a few Centres to insert a dummy message of zero length after the last real message in a file.

· According to the Attachment II-15, cutoff time and maximum number of messages should be 60 seconds and 100, respectively.   In most cases, the limits are kept operationally except for a specific condition.  Furthermore these parameters are easily changeable in several systems.

Discussion points

· In the option 2, it is impossible to request a message by the message sequence number.  Is the option 2 appropriate for message switching on the GTS in the practical view?

· Retransmission rules are required on either message or  file basis. Because a receiver possibly loses some data already received internally.   Should we head for a file based retransmission manner? 

· The Attachment II-15 says “a 'dummy' message of zero length shall be inserted after the last real message, to assist with end of file detection in certain MSS systems;”.   Isn’t it an option?
· Are the current limits allowable in transmission delays in the global-wide WWW operation? 



(3)  Ftp session procedures

· There are Centres not using any renaming method.
· To enable renaming and recovery, the “delete/overwrite/rename”  are normally permitted for a remote sender.
· Implementation details of ftp session handling are quite different among systems.  Especially a range of idle timer is 10 seconds to 10 minutes! 
· Both of anonymous and real account are used. 

· It seems that most systems implement a function of automatic recovery on ftp daemon level when an ftp transfer  is interrupted or aborted.  Sophisticated append command is used for effective recovery at RTH Offenbach.

· File compression is optionally used.

Discussion points

· The Attachment II-15 says “To avoid problems with the receiving centre processing a file before it has completely arrived, all sending centres must be able to remotely rename the files they send.”    
We should encourage that every Centre would introduce the renaming method.

· In a sense, the idle timer should be settled carefully considering statistics on data exchange, link capacity and the relation between system resources and session overhead.  Any guidelines are desirable for NMCs studying ftp implementation.

· To specify comparison in the view of merit/demerit between anonymous and real account. 
 

(4)  Miscellaneous

· Some types of ftp products are used in compliance with each platform.

· Operator-interfaces to see the ftp status and logging are generally simple.

· Tips based on actual operations are useful.  

Discussion point

· To review the issues pointed out as tips, e.g. security risk, performance in multi-sessions, necessity of making an error report visible, and effective solution on low speed circuits

  

2.2  For new message type without AHL

(1)  Ftp of a pair of information and metadata files

· Only Toulouse has implemented the paired file method.  However Toulouse and Melbourne pointed out incompletion of the WMO specification.

· Implementation plans might arise as long as the specification would be complete.

Discussion point

· Everybody knows the incompletion of the specification for the paired file method.  For example, there seems be no switching keyword in contents and file name of information and metadata files.   
  

(2)  Simple ftp

· Many Centres are already exchanging and switching large files such as satellite data by simple ftp.

(Attachment)

1.  For existing message types with AHL (batched ftp)

1.    File naming conventions (CCCCNNNNNNNN.ext) 


(1a)   Do you use the file naming conventions in Attachment II-15 of the Manual on the GTS?   If NO, please specify yours.  
(1b)   Is the file sequence number (NNNNNNNN) of zero used for the special meaning such as system initialization?  

Bangkok
Yes

   CCCCNNNNNNNN.a  for alphanumeric

   CCCCNNNNNNNN.b  for binary 
On receive, sequence of 0 will not cause report of missing sequence numbers. On transmit, sequence number is set to 0 at midnight (considered to be system initialization).

Beijing
Yes

 (Beijing-Moscow bilateral rule)

  CCCCNNNNNNNN.b  for alpha numeric and binary data

  CCCCNNNNNNNN.f   for facsimile information
No

Bracknell
Our Output files for GTS are named EGRRnnnnnnnn.ext. We use a, b and f only for the ext, chosen after bilateral agreement.  The input files have to comply with the Tandem requirement of file names being no more than 8 characters long.
No

Brasilia
I´m not using it, but I have. I use another one where I have the channel number and the date/time
No

Hong Kong
No

TTddhhmm.CFF

 where

    TT=Identifier of centre for messages switching to

    ddhhmm=day/hour/minute in 2 digits

    FF=Identifier of centre for messages switching from
No

Melbourne
Yes
No

Montreal 
No batched FTP with AHL messages at this time.  Requirement has been identified for alphanumeric messages for future development.


Nairobi
No

Our MSS produces files with names "%u%H%M%S.%C".

where:

%u is a one letter machine indicator 
      (e.g T is host TMSS and U is host UMSS)

%H hour in two digits
   %M minutes in two digits

   %S is seconds in two digits

   %C is a two digit cyclic number (00 to 99)

 Thus a typical files might have the names T235826.63 or U111559.51
 

Offenbach
Yes we do, but bilateral we often arrange another convention, we have developed ourselves. The DWD presented it to WMO five years ago (Dr. Dunke CBS-Meeting).
No, it is not.

Seoul
Yes
Yes

Sofia
Yes. RTH Sofia use  CCCCNNNNNNNN.ext
RTH Sofia use (NNNNNNNN) for system initialization.

Tehran
No,  Alpbhabet No.2
No

Tokyo
We plan to use the conventions in our new MSS.   Necessity of urgent connections (ext  is "ua" or "ub") is under consideration. 
We plan and hope so but we would like to make a decision through the discussion with other centers. 

Toulouse
Yes
No

Washington
The format of the file name is a combination of WMO Recommendation 2, FTP procedures (described in CBS-ext.98; WMO-No. 893; page 64) and the U.S. Telecommunication Gateway TOC Directory and File Name Standard.

cccc[_si.aaaa(aaaaaa)]_dt.hhnnss

  where: 

     cccc = four letter ID of transmitting NMC or center

     "_si." = constant to indicate "data supplier"   

     [_si.aaaa(aaaaaa)] = an optional group to allow additional file name 
                                    definition for multiple data processes within
                                    a providing data supplier ( Length of definition
                                    aaaaaaaaaa is a variable field up to 10
                                    characters as needed. )

    "_dt." = constant to indicate "data time" 

    hhnnss = hour-minute-second the file was generated for transfer

      Example)   "ammc_dt.211515" 
The file sequence number is not used. 

　
2.  Message accumulation and retransmission rules


(2a)   Please indicate names of the option1 (format identifier=00) and the option2 (format identifier=01) circuits, respectively.
(2b)   In case of the option1, do you have any rules on retransmission by request in the message sequence number (nnn or nnnnn)?
(2c)   Do you have any rules on retransmission in file, or get based recovery from receiver?

Bangkok
The system uses the option1
Circuit names : Bangkok-Vientiane
    (FTPA_VNO : alphanumeric outgoing
     FTPB_VNO : alphanumeric incoming
     FTPA_VNI : binary outgoing)
No
No

Bracknell 
EDZW, LIIB, EBBR and LFPW receive option 1 format files. EIDB receives option 2 format files.  Other GTS links are by sockets or X25.
We can retransmit by AHL, time or message sequence number but retransmits use a new message sequence number. We only use three figure message sequence numbers.
If a batched file is interrupted during an FTP transfer the whole file is FTPd again.

Hong Kong
Hong Kong – Beijing circuit
(Only for the portion between Hong Kong and Guangzhou, see Notes)
Manual Intervention 
Manual Intervention 

Melbourne
　
 No.  There are no WMO rules.
　

Nairobi
Nairobi - Toulouse
Nairobi - Dar-es-Salaam
Nairobi- Entebbe
　
　

Offenbach
Option 1 is most used between EDZW and its international partners:
  EDZWnnnnnnnn.a or .b or .f
   edzwnnnnnnnn.a or .b
      with ECMWF, EUMETSAT, BABJ, 
              LFPW, OMAE, EHDB
  Dnnnnnnn.a   with EGRR

Option 2 is not used at all
Nationallly and Local we are using a lot of other filestructures (about eight) with special syntax and special namings, for example "one file with one mesage" where the name is equal to the bulletin header. Likewise we use the WMO-Format (option1) but another naming because of the better assigning (name/content).
No, we do request on bulletin base only; that is done on lines we use the x.25- or TCP-Socket-procedure
No automatic recovery but manual recovery is possible.

Seoul
Option1
nnnnn
keeping the files during determined period from the sender side, and get based recovery from receiver.

Sofia
Option1 (SOH – ETX)
   Sofia - Toulouse   (RMDCN)
   Sofia - Prague  (RMDCN)
   Sofia - Bucharest (RMDCN)
   Sofia - Skopje (RMDCN)
   Sofia - Belgrade (direct telephone line)
RTH Sofia checks for errors and retransmit.
RTH Sofia has some rules of retransmission.

Tehran
Neither option1 nor option2 is used
　
　

Tokyo
Currently we have not batched ftp but TCP socket links. We plan to support the option1 only similar to the current socket streaming.
Under consideration
Under consideration

Toulouse
We can do the twice
Case1)  NNN from 000 (or 001)
           to  999
Case2) NNNNN from 00000
          (or 00001)  to  09999
　

　
2.  Message accumulation and retransmission rules


(2d)   Do you insert a dummy message of zero length after the last real message, to assist with end of file detection?
(2e)   Please show your parameters to combine messages into a file:

Bangkok
No
Cutoff time 30 seconds, max-number-of-message is 10, max file size is not configured (limited only by disk space available).

Beijing
　
 (Beijing-Moscow bilateral rule)
10 messages in a file for alpha numeric and binary data
1 chart T4 in a file for facsimile information

Bracknell 
On output we add a dummy message of zero length.  On input we can handle a file with or without a dummy message.
All parameters negotiable.  The standard parameters are cutoff time of 60 seconds, a max of 100 messages with a max file size of 2,000000.

Brasilia
　
Yes. We have 3 triggers that are basically negotiable.

Time: specify how many seconds a file must be open to collect
　　　　 bulletins

Size:  e.g. 50,000bytes

Number: e.g. 20 bulletin

Hong Kong
No
Cutoff time = 10 minutes
Maximum number of messages = no limit
Maximum file size = no limit

Melbourne
Optional – default is no.
Configurable on a per circuit basis

Nairobi
　
For alphanumeric and binary messages we we put up to 30 messages in a file but we have a timeout (30 seconds).
For T4 charts we put 1 chart per file

Offenbach
Yes, we do terminate the files by help of a "NULL-header" 0000000000.
20 .... 600 s
1 .... 500 messages
200 ..... 2500 kbytes

Seoul
 Yes
Cutoff time-60sec, Maximum number of messages-100,
 Maximum file size-1500octets x 100 = 150KB

Sofia
No 
20 – 300 s
20 messages
no max size 

Tokyo
We plan not to use a dummy message. 
Under consideration

Toulouse
Yes
Timeout send file: 10s
Max number of messages: 100
Max file size: 150 Kbytes

Washington
　
Within a total length of 999999 octets

　
　
3.  Ftp session procedures


(3a)   Do you use the file renaming method in Attachment II-15 of the Manual on the GTS?  (.tmp)
(3b)   Which do you use, anonymous ftp or real account ftp?
(3c)   Is changing password from sender allowable?

Bangkok
Yes
Real account ftp.
Yes

Beijing
　
Anonymous ftp (Beijing-Offenbach)
Real account ftp (Beijing-Moscow)
No

Bracknell 
Adapted to be .TMPnn where nn=01 for first PUT but is incremented for repeated PUTs after a failure in the FTP.
 For example .TMP01 then .TMP02.  We found there could be difficulties if an acknowledgement had not been received, due to an FTP failure, by the local host for a file successfully received on the remote host and then the same file name was used again.
Both on Output, chosen by bilateral agreement. On Input all FTPs set up as real accounts.
Only if co-ordinated with a change here. 

Brasilia
No
Real account
No

Hong Kong
No
Normally anonymous FTP
No

Melbourne
Yes
　
No

Nairobi
After the transfer we might do some renaming depending on what is needed at the remote end.
　


Offenbach
Yes, but we prefer to do it by sending the filename with a leading dot first and then rename it.
Real.
No.

Seoul
Yes
anonymous ftp
Yes

Sofia
Yes .We rename then send and return.
Receive - from anonymous.
Send - with user and pass.


Tehran
No
None


Tokyo
We plan and hope so.
Currently the renaming method is introduced in a single ftp links with Melbourne, Hong Kong and so on.  
We hope normally anonymous FTP
No

Toulouse
Yes
Anonymous in reception, real or anonymous when sending
No

　
　
3.  Ftp session procedures


(3d)   Please show the mode (sticky bit, access permission) of specific sub-directory for placing files.
(3e)   Please show details of ftp session handling, e.g. maximum number, idle timer, prioritizing and so on. 
(3f)   Please indicate delete/overwrite/rename/chmod/umask permissions in ftpaccess level (wu-ftp example) of receiver.

Bangkok
Ls –l /usr/users/FTPA_VNO
Drwxrwxrwx    3   FTPA_VNO   users         512 Jul  8  2001  FTPA_VNO 
Maximum number=99999999 (number is assigned to ftp file on transmission)  idle timer=10 (program polls each 10 seconds for more messages to transmit).  Prioritizing, each message routed by the system is given a priority based on its header and the routing table entry used to router.  If a message has a higher priority,  it will be sent before one of lower priority if both messages are queued to the same circuit simultaneously.
All are allowed.

Beijing
rwxr-xr-x
　
　

Bracknell
Not applicable on our Tandems (Compaq).  A sub-directory for each user is set up by us with Read, Write and Purge permissions and accessed using the correct username and password.
One session per route.  The idle timer is configurable with the standard being 240 seconds.  We prioritize within our message switch by AHL not route.
We can set all permissions quoted on output by bilateral agreement.

Hong Kong
Unix platform: rwxr-sr-x
Umask: 01755
Maximum number = 40
Idle timer = 5 minutes
Priority: Controlled by operating system
Delete = yes
Overwrite = yes
Rename = yes
Chmod = no
Umask = no

Offenbach
rwxrwxr-x
We use our own FTP client that handles a session as follows:
 - Connect to remote partner
 - Login
 - Send password
 - Set remote idle time
 - Set type ascii or binary
 - Change directory
 - For each file open data port, transmitt file, rename and close data port.
  - Logout
We allow up to five parrallel transfers with priorities ranging from 0 to 9.
Our FTP-server does not support this.

Seoul
sticky bit-1777, Access permission-777
Maximum number-5, idle time-600sec,
Give higher priority to principal ID when simultaneously session.
Not permit on anonymous ftp
limit permit on wu-ftp

Sofia
The mod is 755 on subdirectory.
The session tries 5 times to send, no priority,  time to send 20 – 300s and can retransmit again.
755  delete , overwrite  and rename

Tokyo
　
In our estimation, the maximum number of sessions is about 50 in total for both ways of the nine GTS links,  We are considering that an idle timer would be long for mostly permanent  connections.    If necessary, we will prioritize batched ftp sessions over other single ftp sessions (e.g. satellite data).     
Normally "delete/overwrite/rename" would be allowed for put-based partners.

Toulouse
666
　
Delete / overwrite / rename

　
3.  Ftp session procedures
4.  Miscellaneous

　
(3g)   Do you have any recovery mechanisms in session abort, e.g. resuming transfer function? 
(3h)   Do you use file compression? 
If YES, please show your compression method.
(4a)   What type do you implement, wu-ftp, pro-ftp or others?

Bangkok
If the ftp transfer fails (transmit) then it will be retried forever.
No compression is used.
The ftpd command is the DARPA (Defense Advanced Research Projects Agency)  Internet File Transfer Protocol server process.  The server uses the TCP  protocol and listens at the port specified in the FTP service specification.

Beijing
　
No

(Beijing-Moscow bilateral rule)
File compression (UNIX "compress")
  for alpha numeric and binary data: 
         both modes are supported and
         will be tested.
 for facsimile information: 
         mode without compression
　

Bracknell 
There is an automatic resend within our FTP process.
 
Tandem (now Compaq) Specific

Brasilia
No
No
Internal

Hong Kong
No
No
wu-ftp

Melbourne
　
Optional
　

Offenbach
Yes, partly transmitted files are being appended via the FTP APPE command.
Yes, we use gzip.
We use the default FTP-server from FTX.

Seoul
Recognize session break by figure response using the verbose mode,  and retranmission by sequence number.
Yes, gzip
wu-ftp

Sofia
 Yes, if no ACK  the sender try again .
No, RTH-Sofia  doesn’t use compression.
RTH-Sofia  works with standard ftp with some new feathers implement in.

Tehran
No
No
　

Tokyo
Under study,  especially in the use of sophisticated append command for effective recovery
We will support both of "Gzip" and "Unix based Compress", but whether file compression would be used is depend on the link characteristics.  
Lately we are very interested in pro-ftp from the views of security and programmable functionality.

Toulouse
No
Gzip (.gz) or compress
Wu-ftpd2.6.1

　
4.  Miscellaneous

　
(4b)   Have you developed any operator-friendly logging applications?
If YES, please show your logging example.
(4c)   Please show actual daily traffic on each circuit, e.g. Mbytes and the number of files.

Bangkok
No
No statistics of number of files but  can viewing by the channel statistics.

Bracknell 
Client automatic log file and our development of logging files are all readable text files. 

Example Client Log file.   (GTS customer)
230 Guest login ok, access restrictions apply.
---> CWD /entree.alpha/UKMO9RgT678Ert/BRK.FA
250 CWD command successful.
---> TYPE I
200 Type set to I.
---> PORT 151,170,49,9,18,168
200 PORT command successful.
---> STOR EGRR01091946.tmp01
150 Opening BINARY mode data connection for EGRR01091946.tmp01.
226 Transfer complete.
local: $data11.batlfpw.batfile1 remote: EGRR01091946.tmp01
68245 bytes sent in  1.73 seconds (38.52 Kbytes/s)
---> DELE EGRR01091946.a
550 EGRR01091946.a: No such file or directory.
---> RNFR EGRR01091946.tmp01
350 File exists, ready for destination name
---> RNTO EGRR01091946.a
250 RNTO command successful.

Example  Logging files. (Non GTS customer, alternative filename)
Batfile1 contains 364 SNUK64 EGRR 191400     **MET20010919143027A.dat batch end *** -- FTPclient started \ORAC.$Z7MM -- 19 Sep 14:30:39 *PUT TRACE*  19 Sep 14:30:41 *ACK TRACE*  +++  $data4.batngc.batfile1 local to remote host NGC MET20010919143027A.dat FTP put successful. +++  --idle_timeout cancelled
 in stop_ftp---- FTPclient stopped \ORAC.$Z7MM in stop_ftp----
LFPW GTS data Input   12012846 bytes  messages 10284
LFPW GTS data Output 134009340 bytes messages 64216 files 1342
LFPW charts & radar Input  11338333 bytes messages 1269
LFPW charts & radar Output 51691847 bytes messages 1298 files 1298
EIDB Input  434639 messages 382
EIDB Output 45202834 bytes messages 21245 files 1238
EDZW GTS data Input 2838097 bytes messages 6663
EDZW GTS data Output 60770439 bytes messages 29292 files 1040
EDZW Grib and T4 Input 30358227 bytes messages 2992
EDZW Grib and T4 Output 44655035 bytes messages 8882 files 248
LIIB Input  2371244 bytes messages 3688
LIIB Output 1668156 bytes messages 2167 files 715
EBBR GTS data Input 519644 bytes messages 93
EBBR GTS  data Output 12726974 bytes messages 5649 files 1188
EBBR Grib Output 13996184 bytes messages 4411 files 963
EBBR T4 Output 22277046 bytes messages 349  files 349 

Brasilia
Yes
　

Hong Kong
No
Hong Kong – Beijing : 2.5 MB

Melbourne
Yes
　

Offenbach
   Time Interval : 04.25. 02:43 - 04.25. 02:55
       File name : 
       File size : 
       Directory : 
       Host name : bras_i
       Protocol  : FTP, SMTP, FILE, SCP1, WMO, MAP
Date   Time     File name            Hostname Type    File size   TT   A
===================================================
04.25. 02:43:13 gme_new.bz2          bras_i   FTP                44   1.27 N
04.25. 02:48:43 giff00000000.bz2    bras_i   FTP     5803096  68.95 N
04.25. 02:51:58 gfff00030000.bz2    bras_i   FTP     5743443  67.02 N
04.25. 02:54:07 gfff00060000.bz2    bras_i   FTP     5720859  67.40 N
===================================================
    0  00:10:54 4 Files (82.40 KB/s 22.02 Files/h)     16.47 MB   3m 24s
ECMWF      85.71 MB    571 files
Toulouse      55.40 MB  3507 files
Bracknell      62.92 MB  1664 files
Bet Dagan   106.11 MB   565 files
Rom             31.02 MB  1011 files
Nairobi           9.36 MB  1364 files
Denmark     228.30 KB     96 files
Eumetsat     763.04 KB    349 files

Seoul
Using logging banner and README
　

Sofia
No 
Our traffic is so various from 2MB to 500Mb and more 

Tehran
No 
Jeddah Circuit  7Mbytes  and  110000 Files
Delhi     Circuit  1Mbytes  and  100000 Files
Kirachi  Circuit  2Mbytes  and   60000  Files 

Tokyo
Under consideration
Currently none

Toulouse
Xferlog + owner log system
Circuit Toulouse-Offenbach:
     IN alpha: 47Mbytes and 15000 files
     OUT alpha: 27 Mbytes and 30000 files
Circuit Toulouse-Bracknell:
     IN alpha: 138 Mbytes and 70000 files
     IN graphical: 49 Mbytes and 1000 files
     OUT alpha: 14 Mbytes and 12000 files
     OUT graphical: 12 Mbytes and 1200 files

　
　
4.  Miscellaneous
Notes


(4d)   Please advise tips on ftp implementation.


Bangkok
The WMO sockets is preferable.  Because ftp is believed to be a security risk.
　

Beijing
　
In spite of FTP being widely employed in our internal data exchange, we currently have no practical experience in using FTP on GTS except that some FTP tests have been done on Beijing-Moscow circuit since last year. In the test, the rules of file naming are bilateral agreed.
However, CMA and DWD are planning to upgrade the Beijing-Offenbach circuit. And, FTP will be used on the new link.
In addition, the Internet is being used as a backup link for Beijing-Offenbach GTS circuit. Once Beijing-Offenbach GTS circuit interrupted, RTH Offenbach will send GTS data and its products to RTH Beijing by anonymous ftp. Some information about this application was filled in the questionnaire.

Bracknell 
We have found FTP to be very disk intensive.  Although using 2 batch files concurrently FTP seems very slow compared to X25.  It is helpful to make error reporting as visible as possible.  Routeing missing from remote end and full directories at remote end are a frequent cause of problems.
This questionnaire has been completed using the procedures that we follow at present.  From early next year (2002) our  Message Switch will be changing to Corobor's MESSIR.COMM on HP Unix machines and therefore the procedures may change. Tropics team Bracknell UK.

Brasilia

The Brasilia's system is the same one running at DWD Offenbach which was developed by IBL.

The system provides flexible functions in ftp configuration, management and monitoring.

Hong Kong
　
Currently, Hong Kong, China has two GTS connections : Hong Kong – Tokyo circuit and Hong Kong – Beijing circuit.
The Hong Kong – Tokyo circuit is an IP based circuit and AHLs are exchanged using sockets. FTP is used for the exchange of satellite data files.
For the Hong Kong – Beijing circuit, an IP-based DDN link has been set up between Hong Kong and Guangzhou. Exchange of AHLs between Hong Kong and Beijing goes through Guangzhou. For the link between Hong Kong and Guangzhou, FTP is used for the exchange of AHLs as well as other data. In the questionairre regarding batched FTP, it refers to the link between Hong Kong and Guangzhou only. The link is also used for other regional data exchange between Hong Kong and Guangzhou. 

Nairobi
　
The above information was provided by deceased Mr. James Abongo in June 1999. 

Offenbach
Due to the high overhead of creating a data connection for each file it is recommended to send files in parallel especially on slow lines when lots of small files are being send. This has the additional advantage that one can send them with priorities.
　

Sofia
Error correction 
　

Tehran
　
It seems that Teheran would use the ftp procedures not at present but in future.  

Tokyo
A wise man says "fundamental ftp could be standard, but ftp implementation should be standard". 
The batched ftp is not implemented in the current MSS.  The MSS will be replaced by new one with the batched ftp in March 2005.  

Washington
　
RTH Washington has implemented a portal for the delivery of WMO bulletins directly to the RTH by FTP through dedicated circuits or the Internet.  This portal can receive observational and forecast WMO bulletins as contents of a file.  All uploaded files are automatically processed by RTH Washington, and then the bulletins in the files are deliverd on the GTS.  The bulletins received from the portal are handled just like they were received from any GTS circuits.   
The data is received by special servers open to the Internet with wrappers installed for security.  The data providers must coordinate an ID and password with RTH Washington and they must use a specific IP address or range of addresses.
The above information is about the portal named "FTP Input Service".  The details are at  "http://www.nws.noaa.gov/tg/circuit.shtml". 

For new message type without AHL
Questions
Answers


Bangkok
Beijing
Brasilia
Montreal 
Hong Kong
Melbourne
Offenbach
Seoul
Sofia
Tehran
Tokyo
Toulouse

Ftp of a pair of information and metadata files 

Have you experienced the method of file pair transmission in Attachment II-15 of the Manual on the GTS?  If YES, please show an outline.
No
No
No
No
No
No. The WMO specification is incomplete. We use similar methods internally
No.
No
No 
No
No
Only suffixe ".ua", ".ub", ".a", ".b" and ".f" are implemented.
WMO specification is incomplete.

Do you have any plans of the method of file pair transmission?
No
　
　
Possible requirement has been identified for future development
No
Yes – when the WMO spec is complete.
No, we do not plan to do this because the overhead is to high. It is much simpler and more effective to put additional information into the filename. 
Yes
Yes, but we should buy some extra traffic channel and additional hardware.
No
No
No

Simple ftp

Do you exchange any data files by ftp?  If YES, please show an outline, e.g. data name, volume, file naming, “get” or “put” basis, anonymous ftp or real account ftp, and compression?
No
　
Yes
Data exchanged with Bracknell:
. satellite data (such as Meteosat, HRPT)
. needs being revised now
Data exchanged with US NESDIS:
. NESDIS satellite data
. some via TCP/IP part of GTS link for data available at NWS OOS
. most via Internet (directly from NESDIS) 
. standard user based FTP
. Pull procedure initiated automatically from Canada side
. Data includes SSM/I, AMSUA, AMSUB, HIRS, QUIKSCAT, AIRS
. No standard directory structure
. No metadata
. Access by permission only
. NESDIS formats (TDR, Level 1B, BUFR, others)
Data Exchanged with US NCEP:
. US NCEP and Canadian model data
. GRIB format
. Standard user based FTP and Anonymous FTP
. Pull procedure initiated automatically from requesting country
Data Exchanged with US National Ice Center:
. Satellite imagery for Ice Forecasting
. Pull procedure initiated automatically from both Canadian and American side
. Uses standard user based FTP
. Although private line exists (256Kbps), it is considered as public (outside firewalls)
Data Exchanged via Other TCP/IP:
. Data for specific clients
. Product Distribution System (PDS) - homebrew FTP pusher
. Based on standard user based FTP
. SSH and Sockets in future version
. Handles retries, data conversions, logging
. Used for national and international uses
[Hong Kong – Tokyo Circuit]
Data type: satellite (SSM/I)
File name:
  tp.hhmm1-hhmm2_ar.nnnnnnn
  where:
    "tp."= constant to indicate
             "time period"
    hhmm1-hhmm2 =  hour/minute
    "_ar." = constant to indicate
            "area of data"
     nnnnnnn = oribit number
ftp account : real
Compression : no
Put/get : put from Tokyo
                     to Hong Kong
Daily volume : 140Mbytes
Yes
Yes, we have many partners where we transmitt data on a 'put' basis. 
Volume is about 850 files per day with approximatly 1.3 Gigabyte of data.
Compression used is either gzip or bzip2. Datatype is mostly binary.
Data type: 
   SSM/I
Account:   
  anonymous
Get/put:
   get
Compression:
   gzip
We use anonymous and real account ftp , without compression.
No
(a) Meteosat data   [20Mbytes/day]
 Bracknell --(get)
--> Melbourne --(anonymous put)
--> Tokyo

(b) SSM/I data  [150Mbytes/day] 
 Washington --(anonymous get)
--> Tokyo --(real-account put)
--> Hong Kong 
Yes

Do you switch data files to other GTS centres? If YES, please indicate the switching type (e.g. “put-put”,  “get-put”). 
No
　
Not GTS center, but with NMC

No
Yes – 
put to Tokyo. Get from Bracknell and receive routine puts from Bracknell
No.
 “put-put”
Yes,  we switch date get - put
No

Yes, put-put

Do you set a limit to exchange file size?  If YES, please show the limit and possibility of segmentation of a large file in transmission.   
No
　
　
No, but file sizes are set at time of procedure setup in consideration of link speeds.
No
No
No.
No
We sort by numbers of messages in file not by size.
No
No
Yes for WMO alpha data in output
No for graphical data

