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	Summary and purpose of document

This document includes the report on the status of implementation of systems, circuits and facilities at RTH Tokyo, and information on SHIP reports collected at RTH Tokyo.




1.  GTS facilities

Main GTS facilities such as Message Switching System (MSS), FAX system started operation in March 1996.  Subsequently, considering TCP/IP strategy and Internet trends, they were reinforced in 1998 and 1999, respectively.  Japan Meteorological Agency (JMA) plans to replace them by new ones in 2005 in consideration of expansion and improvement of information exchange with the current IT trend.
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2.  GTS circuits 

Table 1  Implementation status of GTS circuits connected with RTH Tokyo (As of 21 August 2003)
	Circuit
	Speed
	Protocol
	Exchange data type

	Washington  Tokyo
	MTN
	FR (IMTN cloud I)

CIR: WT ( 32/768kbps ( TK

Port: WT=1.5Mbps,TK=1.5Mbps
	TCP/IP Socket

FTP
	Message (A/N, binary, fax)

File (Satellite data)

	Melbourne  Tokyo
	MTN
	FR (IMTN cloud I)

CIR: MB ( 16/32kbps ( TK

Port: MB=256kbps,TK=1.5Mbps
	TCP/IP Socket

FTP
	Message (A/N, binary, fax)

File (Satellite data)

	Beijing  Tokyo
	MTN
	FR (NNI basis)

CIR: BJ (32/32kbps( TK

Port: BJ=64kbps,TK=192kbps
	TCP/IP Socket
	Message (A/N, binary, fax)

	New Delhi  Tokyo
	MTN
	  64kbps
	TCP/IP Socket
	Message (A/N, binary)

	Seoul
Tokyo
	RMTN
	FR (NNI basis)

CIR: SL (16/16kbps( TK

Port: SL=64kbps,TK=192kbps
	TCP/IP Socket
	Message (A/N, binary, fax)

	Khabarovsk  Tokyo
	RMTN
	  14.4kbps
	X.25 PVC
	Message (A/N, binary, fax)

	Bangkok  Tokyo
	RMTN
	FR (NNI basis)

CIR: BK (16/16kbps( TK

Port: BK=64kbps,TK=192kbps
	TCP/IP Socket
	Message (A/N, binary)

	Hong Kong  Tokyo
	RMTN
	FR (NNI basis)

CIR: HK (16/16kbps( TK

Port: HK=64kbps,TK=192kbps
	TCP/IP Socket

FTP
	Message (A/N, binary)

File (Satellite data)

	Manila  Tokyo
	Inter-regional
	   200bps
	Asynchronous
	Message (A/N)



CIR :  Committed Information Rate

 
FR  :  Frame Relay


NNI :  Network-to-Network Interconnection
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Table 2  Upgrade plans of GTS circuits connected with RTH Tokyo

	Circuit
	Speed
	Protocol
	Remarks

	Beijing  Tokyo
	MTN
	FR (IMTN cloud II)

CIR: BJ (48/48kbps( TK

Port: BJ=128kbps,TK=128kbps
	TCP/IP Socket
	Target : by the end of 2003

	New Delhi  Tokyo
	MTN
	FR (IMTN cloud II)

CIR: ND (16/16kbps( TK

Port: ND=64kbps,TK=128kbps
	TCP/IP Socket
	Target : 2003/2004

	Khabarovsk  Tokyo
	RMTN
	  14.4 - 28.8kbps (V.34)
	TCP/IP Socket
	Target : by the end of 2003
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3.  Use of the Internet

3.1  Internet accessing systems and servers

At JMA headquarters the Internet accessing system which was replaced by new one in March 2001 has recently been reinforced for further improvement of reliability and security.  There are two permanent connections to the Internet Service Providers (ISPs) for multi-homed connectivity which provides more reliability than the case of only one ISP.  Each of services has been upgraded in its speed to 10Mbps/2Mbps (outgoing/incoming, asymmetric connection service) and 8Mbps (symmetric) respectively, in order to meet recent requirements in providing data to meteorological users.   

All public servers such as JMA-DDB, NEAR-GOOS (North East Asia Regional - Global Ocean Observing System), WDCGG (World Data Centre for Greenhouse Gases) and JMA-Web are placed in DMZ (Demilitarized Zone) for security reasons.  Firewalls are monitored and maintained appropriately with contractual vendor support. 
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3.2  RSMC Data Serving System
The RSMC Data Serving System (DSS) has been providing NWP products and global observational data mainly to NMCs in the Asian region through the Internet since 1995.  To meet user requirements in expanding data services the DSS was upgraded by the new one in April 2002.  The new DSS is a cluster system consists of three PC servers (see Figure 5) in DMZ.  It is confirmed that the latest PC based server system with clustering architecture has enough reliability and maintainability  to keep continuous operation 24 hours a day, and also cost-effectiveness. 

Users are able to access to the DSS by standard ftp commands with authentication procedures.  The DSS identifies accessing from an authenticated user by a user ID, a user password and an IP address of a client host.   Users are requested to change user passwords once a month to ensure security.  E-mails are used for liaison between DSS administrator and users on operational information, notice of new available data and so on.  

 

3.3  Available information of RTH Tokyo
The latest information on GTS matters by RTH Tokyo is available at JMA-DDB and JMA Web site.   The details are: 

· History of upgrades of GTS circuits connected with RTH Tokyo



http://www.jma.go.jp/JMA_HP/jma/jma-eng/jma-center/rth/GTS_upgrade.html

· Current status of GTS circuits connected with RTH Tokyo



http://www.jma.go.jp/JMA_HP/jma/jma-eng/jma-center/rth/RTH_current.html

· Routing Catalog of RTH Tokyo


http://ddb.kishou.go.jp/GTS_routeing/RJTD/RJTDROCA.TXT

· Comprehensive Catalog of Meteorological Bulletins in the zone of responsibility of RTH Tokyo



http://ddb.kishou.go.jp/pub/BulletinCatalog/

· List of observing stations in Japan



http://ddb.kishou.go.jp/pub/ObservingStation/OBS_STATION.DAT

4.  Collection of SHIP reports

Although the annual number of SHIP reports has been decreasing since the peak year in 1999, it does not seem that the trend of a sharp drop will continue in the years ahead.    Most of collected reports except for those invalid, garbled and/or duplicated are compiled into RJTD bulletins and put onto the GTS timely. 
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Figure 1   GTS facilities including TCP/IP test environment via Internet 
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Figure 3   Transport level configuration planned in the stage of 2003
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Figure 5    RSMC Data Serving System 
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Figure 4    Internet accessing systems and servers
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Figure 2   Transport level configuration of GTS circuits connected with RTH Tokyo 
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Figure6   Annual amounts of SHIP reports collected at RTH Tokyo








