RA V/ICM-GTS 2003, Doc. 2.1(X), p. 4

	WORLD METEOROLOGICAL ORGANIZATION

_________________________

REGIONAL ASSOCIATION V

 IMPLEMENTATION - COORDINATION  MEETING ON THE GTS AND ISS IN RA V

WELLINGTON, 8 -12  DECEMBER 2003 
	
	RA V/ICM-GTS 2003/Doc. 2.1(2)

(27.XI.2003)

____________

ITEM  2.1

ENGLISH only


IMPLEMENTATION OF A DISASTER RECOVERY SITE 

(Submitted by Ian Senior (Melbourne))

	Summary and purpose of document

This document provides information on plans to implement a Disaster Recovery Site (DRS) at the Bureau of Meteorology, Australia.


Introduction

BOM is in the process of setting up a Disaster Recovery Site (DRS) in our Brisbane regional office to allow core operations to continue if there is a major problem that affects our main Melbourne computer centre.

Project Status

The first stage of the project was to install additional infrastructure in Brisbane to support both a disaster situation and to overcome lesser problems (business continuity issues). This work included:

1. Installation of links from other major BOM offices to Brisbane.

2. Upgrade of the link between Melbourne and Brisbane to support the additional data required to keep the DRS populated with all the latest data.

3. Installation of an Internet link in Brisbane (10Mbps)

4. Installation of a BT Frame Relay access in Brisbane to support key GTS links

5. Installation of a Firewall and other network infrastructure.

This stage of the projected has been completed. 

All of the above infrastructure is used operationally under normal conditions and not just for disaster situations. One of the key requirements of a disaster centre is to ensure that it will work during a disaster situation and the best way to do that is to use as many components as possible during normal operations. 

The next stage is to support GTS operations at the DRS. Later stages will duplicate other key systems at Brisbane.

GTS at the DRS

There are several key issues in trying to support the GTS at a Disaster Recovery Site:

1. Installation of additional physical lines to other GTS centres. The issues with this include cost and the ability to move to the additional lines automatically when required.

2. Installation of additional domestic links and procedures to ensure that all domestic data is available at the DRS so it can be used for GTS bulletin production etc.

3. The ability for other GTS centres to automatically connect to the DRS when required.

4. The need for the Message Switching System (MSS) at the DRS to always have the same configuration and data as the primary MSS.

In theory the Internet is an excellent backup mechanism for dedicated GTS leased lines, however many GTS centres do not allow direct Internet access from their MSSs – eg Washington, Tokyo and Exeter. We have however implemented the Internet as a backup to Fiji.

Many of our key GTS links use BT Frame Relay. Consequently we discussed the disaster recovery issue with BT and they were able to install a second Frame Relay access in Brisbane with connections to the other GTS centres at a very reasonable cost. Importantly we are able to configure the Routers at both ends of the GTS links so that they automatically swap to the backup link if the primary link fails – a “higher metric solution”. The cost of the additional GTS links is paid entirely by BOM however we need other GTS centres to configure an additional logical channel (DLCI) on their Routers and to test this with us. So far this solution has been tested and implemented with Singapore, Tokyo and Washington. 

The second major issues relates to the IP address of our MSS at the Disaster Recovery Site. In an ideal world the move to the DRS would be transparent to other GTS centres and the DRS MSS would takeover the IP address used by our main Melbourne MSS. However due to network topology, and other issues, our networking section was reluctant to do this. The alternative was to rely on the ability of other GTS centres to swap to a backup IP address if they cannot connect to the primary address. This facility is covered in the Manual on the GTS, “Use of TCP/IP on the GTS” and is widely implemented. Consequently in order to implement the DRS we must rely on adjacent GTS centres connect via TCP/IP to include an automatically called backup IP address when sending data to us. We also need these centres to change their Firewalls to allow out DRS MSS to send GTS data to them.

The only other Disaster Recovery Site that we are aware of amongst the meteorological community is one run by RTH Offenbach (Germany). In their installation they use Network Address Translation (NAT) to hide the change of IP address from the other GTS centres.

So far we have completed comprehensive tests with several GTS centres on the use of the DRS. These tests included having the DRS MSS exchange operational GTS data with them for several hours.

An important internal issue for us was how to ensure that the MSS at the DRS was always up to date in terms of data and it’s configuration. For example if a new GTS circuit is configured on the Melbourne MSS then we wanted it to also be automatically configured on the DRS MSS. In the end we decided on a system where all key configuration information are automatically updated on the Brisbane DRS once per day. All GTS data is sent to the DRS in real-time.

We are very grateful for the help we have received from other GTS centres in support of this project.

The status of the GTS connections and the DRS as at 28/11/03 are as follows:

	Centre
	Status
	DRS connection
	Comment

	
	
	
	

	Japan
	Completed
	BT Frame Relay
	Extensive tests completed. We will not be able to receive T4 charts from JMA at the DRS but we can get them from Washington.

	Washington
	Completed
	BT Frame Relay
	

	Singapore
	Completed
	BT Frame Relay
	

	UK
	Pending
	
	Have successfully established connectivity between the DRS and their MSS. Plan to install the backup Frame Relay link in January after their Exeter move is completed.

	Fiji
	Completed
	Internet
	

	NZ
	Pending
	Internet
	NZ cannot automatically send to our DRS IP address. The DRS can however send GTS data to them. 

	Malaysia
	Completed
	Internet
	

	Indonesia
	Pending
	
	Have successfully established connectivity between the DRS and their MSS. Have not set a date yet for the installation of the backup Frame Relay link.

	Noumea
	Not started
	
	Discussions have not yet started. This connection is complicated because it is X.25 and not TCP/IP. Also the cost of links to Noumea is very high.

	Vanuatu
	Pending
	Internet
	The DRS can send to Vanuatu but we cannot receive data from them. A very minor change is required to their software (which we will supply) to allow them to send to the DRS. So we are hopeful that this can be done soon.

	PNG
	Completed
	Internet
	Currently we exchange data via e-mail and we can automatically redirect incoming e-mail to the DRS.

	India
	Not started
	Internet
	We have not received a reply to our e-mail request on this matter. However we are hopeful that this can be progressed at the Wellington meeting.

	Moscow
	Completed
	Internet
	


Outstanding Issues

A major requirement of the DRS is to be able to test it periodically to try to ensure that it will work during a real emergency. Consequently we plan to use the DRS operationally for the GTS for one day every 6 months.

This operational test is not as severe as a true emergency as we will still have access to our GTS lines connected to Melbourne. It will however test our cutover procedures and prove that our software and configuration on the DRS MSS is up to date. It will also test that the TCP/IP based connections work in terms of potential Firewall issues and the use of backup IP addresses.

As it stands at the moment this test will involve the loss of incoming data from NZ and Vanuatu which is a concern as we are the only point of lodgement of this data into the GTS. We are  hopeful what we can change the Vanuatu system before the first trial. For NZ we may have to arrange for them to manually change their destination IP address for us which is less than ideal because we do not want to rely on manual changes in an emergency however it would be okay for the tests.

The Indian connection will also be lost but India has multiple alternative paths into the GTS so no data will be lost. Additionally we expect India will be able to support the DRS when the appropriate contacts are made.

The operational test will not affect Noumea as the DRS will have access to the leased line between Melbourne and Noumea.

We expect virtually no GTS data to be lost or delayed during the actual move to the DRS MSS or the return to the main Melbourne MSS. The cutover procedure takes about one minute and if messages are lost then the standard GTS Request/Repeat mechanism will automatically request the missing data based on jumps in sequence numbers.

