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ITEM  2.1

ENGLISH only

Status and plans of RMTN in RA II and inter-regional links
(Submitted by Hiroyuki ICHIJO (Japan) )

Summary and purpose of document

This document provides information on status and plans of RMTN in Region II and inter-regional links with Region V.

Appendix :
A.   Current status of RMTN in RA II 

B. Plans of RMTN in RA II for 2003-2005

C. Status of  IMTN Cloud I 
1.   Status and plans of RMTN in Region II

Implementation Co-ordination Meeting on the GTS in RA II (Moscow, 8 - 10 September 2003) reviewed and updated status and plans of RMTN in RA II.  The outcomes are shown in the appendixes. The improved RMTN project in RA II has been progressing steadily in migration to TCP/IP and cost-effective links.   

1.1 Implementation of circuits 

As of August 2003, the RMTN configuration plan in RA II includes seventy-eight circuits (i.e. 8 MTN, 51 regional, 13 inter-regional and 6 additional circuits).   Sixty-seven circuits of them are in operation, namely the latest implementation rate is 86 percent.   Although this percentage is not so poor, a crucial problem is that quite a few circuits are operating at a considerable low speed.   A speed more than 9.6kbps at least could be required in consideration of requirements of the improved RMTN such as dissemination time of observation data within 15 minutes, distribution of processed information of a large volume and handling various data types (e.g. binary, charts and files).
Although improvement in circuit speed has been progressed in a last few years as shown in Figure 1, 60 percent of all circuits are still required to increase speed.   In most cases financial constraint, especially lack of recurring cost, prevent the circuits from upgrading speed. 
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1.2 Migration to TCP/IP

The migration towards TCP/IP on GTS circuits has been progressing considerably since beginning of the 21 century in the Region.  Twenty seven circuits, i.e. about 35 percent of all circuits in the Region are operating on pure TCP/IP as of August 2003.   Based on each centre’s report on upgrade plans, it is expected that the achievement rate would be over 50 percent by the end of 2005.  
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1.3 Seeking cost-effective connections 

(1)  Frame Relay services 

Migration from leased circuits to Frame Relay circuits has been making steady progress since 2000, along a strategy in the eastern part and implementation of the IMTN project.   It is expected that 13 to 15 Frame Relay circuits would be in operation by the end of 2005. 
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(2)  Internet links

Expansion of the Internet use in recent years brought a possibility of a new type GTS link through the Internet.  Internet links have specific characteristics of no guarantee in transfer speed, delay time and security, and no responsible body in connectivity.  Especially security risks and hidden costs to mitigate them are seriously emerging year by year.  

In spite of those negative characteristics, there are various opportunities for cost-saving (no charge except for the connection to ISP), vast transport capacity, flexible connectivity and introducing modernized technologies.  

Although use of the Internet for a GTS circuit should be the very end solution in RA II, the number of circuits is currently 5 and is expected to increase up to 9 by the end of 2005.
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Since the existing Internet circuits do not use any VPN techniques, insecurity factors lurk in them even if filtering of IP addresses and port numbers is implemented.  A risk of invasion attacks by address spoofing and pretense definitely exists.   It is recommended that VPN techniques, especially IPsec, should be introduced 

1.4 Complementary systems

(1) Satellite broadcasting systems
Satellite broadcasting systems are used for complements to the RMTN, backup sources and cost-effective alternatives to HF radio broadcasts.
· A VSAT-based broadcasting network by China Meteorological Administration has been fully operating for AN and binary data distribution since January 2000.  It covers China and some neighboring countries and is integrated into the RMTN as well as METEOSAT/MDD.

· Russian broadcast using a satellite TV communication system (TV-Inform-Meteo) has been providing fax charts and AN bulletins since 1995.  It is the alternative of Moscow’s radio broadcasts ceased in 1996.  The coverage is the European territory of Russia, the region of Siberia,  countries of the CIS (Commonwealth of Independent States), Baltic states and the Far East. 

· WAFS (ISCS, SADIS) broadcasting is regularly used for operation in most of RTHs/NMCs. Furthermore a pilot project for use of the  UKSF (UK Satellite Facility) by RA II Members is progressing.

· RTH New Delhi switched their data serving for users including marine vessels from HF radio broadcasts to a satellite-based digital audio broadcast developed by World Space through Asia Star Satellite in August 2003.  It is a very cost-effective solution.  The approximate cost for distribution of 1 Mbytes through the satellite is US$ 10.  A user receives required data using a commercial radio receiver with a small L band antenna and a PC card adapter, which is manufactured by several companies at an approximate cost of US$150.  
(2)  Internet server systems
Internet access to data servers is one of convenient and promising ways for a complement to the GTS and a backup source.  A number of centres currently operate their own data servers and provide WWW data through the Internet on near real-time basis.  Most of NMCs which do not have a GTS connection with enough bandwidth usually obtain WWW data from the servers.
· NMCs Ulaanbaatar and Dushanbe use the Internet as a backup source for obtaining necessary data from WWW-servers of RTHs Moscow and Novosibirsk.

· NMCs Hanoi, Hong Kong, Karachi, Kuala Lumpur, Macao, Manila and Singapore regularly access to the RSMC data serving system operated by RTH Tokyo.

· In case of the Beijing-Offenbach circuit outages, RTH Offenbach sends all data to be sent on the GTS circuit via the Internet to RTH Beijing by ftp.  And RTH Beijing duly puts all GTS data on the specific directory of its Internet FTP server so that RTH Offenbach can get them.
2.   Status of inter-regional links between Regions II and V

There are four inter-regional circuits and one MTN circuit between Regions II and V.   Their status and plans are shown in Table 1.  The Tokyo-Melbourne MTN link was upgraded in January 2003 within the framework of the IMTN cloud I in collaboration with Washington and Bracknell.  Appendix C refers to status of the IMTN cloud I.

Table 1  Status and plans of inter-regional links between Regions II and V

Circuit
Type
Speed
Protocol
Data type
Daily traffic
Upgrade plan

Bangkok –
Kuala Lumpur
Frame Relay
[CIR]

 BK (16/16kbps( KL
[Port]

 BK=128kbps

 KL=64kbps
TCP/IP

  batched ftp


A/N, binary
[BK to KL]

 11.9Mbytes

[KL to BK]

  0.3Mbytes


Bangkok –
Singapore
Leased line
2400bps
X.25
A/N
[BK to SP]

  3.1Mbytes

[SP to BK]

  2.0Mbytes
Migration to Frame Relay

In 2004

New Delhi – Melbourne
Internet

TCP/IP

  Socket
A/N



Tokyo –
Manila
Leased line
200bps
Async
A/N
[TK to MN]

  1.4Mbytes

[MN to TK]

  0.1Mbytes
Under study the possibility of TCP/IP on Frame Relay

Tokyo –
Melbourne

(MTN)
Frame Relay
[CIR]

 TK (32/16kbps( MB
[Port]

 TK=1.5Mbps

 MB=256kbps
TCP/IP

  Socket

  ftp
A/N, binary T4fax

Satellite file
[TK to MB]

 92.0Mbytes

[MB to TK]

 23.7Mbytes


Appendix A   Current status of RMTN in RA II 
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Appendix B   Plans of RMTN in RA II for 2003-2005



Figure 1   Progress of improvement in circuit speed in RA II
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Figure 4   Growth in GTS circuits through the Internet in RA II





Figure 2   Progress in migration to TCP/IP in RA II
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Figure 3   Growth in introducing of Frame Relay circuits in RA II
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Appendix C   Status of the IMTN Cloud I
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