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ITEM  2.1

ENGLISH only


STATUS OF NATIONAL NETWORK

(Submitted by Ian Senior (Melbourne))

	Summary and purpose of document

This document provides information on BOM Australia’s national network


National Backbone Network

BOM operate a national TCP/IP based network. 

The core network links the seven regional offices and head office. This network is dual homed in that each regional office has a link to the Brisbane regional office as well as to Head Office. In the case of a link failure data and connections should automatically move to the alternative link. Wherever possible the two regional links are via different carriers to further improve reliability. The links are a mixture of ATM and Frame Relay and have are of differing capacity up to 6/12Mbps.


Regional Network.

Within each region there is also a TCP/IP based network to various remote offices. All observational data is lodged to the parent regional office and validated before being onfowarded to Head Office for GTS distribution etc.

Remote Automatic Weather Stations (AWS) lodge data via dial-in modems at 30-60 minute intervals typically at 9600bps. AWSs located at remote offices lodge via asynchronous lines connected to LAN Terminal Servers which make a TCP/IP connection to the parent RFC. Many of these AWS send 1-minute observations. Some missing AWS data can be recovered automatically by polling (calling) the AWS and requesting the missing data.

Currently options for the next generation of AWS are being considered. These options include the use of the mobile phone network using VPNs and UDP based procedures.

Other data lodgement procedures include dial-in via a PC using tftp (trivial file transfer protocol).

Inmarsat - SafetyNet

Inmarsat delivery of messages to ships is via the Perth Land Earth Station (LES).

We send messages to the Perth LES via the Internet with a backup via the public X.25 network. If the Perth LES is unavailable then we use the LES at Burum in the Netherlands.

A significant change to the Perth LES occurred in October 2002 when the Hughes system was replaced with a Thrane and Thrane system. Unfortunately the new system does not allow us to send one message to both the Indian and Pacific oceans and so we must now send the message twice – once for each ocean. Given that we are charged on a per-word basis this dramatically increased our costs to about USD$250,000 pa. We deliver about 85 forecasts and warnings per day.

Incoming ship observations are sent to us from the Perth LES using the public X.25 data network. We receive about 170 ship observations per day.

AFTN

We have two 64Kbps X.25 links to Air Services Australia (ASA). The two links terminate in different BOM and ASA offices for redundancy. These links deliver data to four separate ASA systems including AFTN.

ISCS

Our ISCS receiver is located about one hours drive from Melbourne. This data is mainly used as a backup to our dedicated GTS connections. The USA WAFS GRIB data is also received via a direct line to Washington and via a direct line to Exeter.

We do not use SADIS.

Use of X.25

The use of X.25 in the BOM network has been reduced to only a couple of connection:

1. Air Services Australia (including AFTN)

2. Noumea GTS link

3. Perth LES (Inmarsat SafetyNet)

4. Australian Marine Safety Authority

5. ISCS 

We expect all the above links will move to TCP/IP within the next two years with the exception of Air Services (AFTN).

National Product Identification scheme

We have adopted a national product identification scheme. This is in part due to the expansion of the number and type of products that we are able to generate. It is also due to the increase in public access to our products via the Internet. 

This scheme gives us, and the public, a standard way to refer to our products. It has significantly reduced confusion and aided in fault diagnosis. This system includes a product database that is accessible via the Web.

Internet VPN sites

Connectivity to many remote Island sites is via the Internet using VPNs (Virtual Private Networks). The reasons for this are a combination of cost and performance. The system has proven reliable. It does however require a powerful router at the remote site for the VPN encryption.

The VPN procedures used are the same as those recommended by Rémy Giraud for the GTS.
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