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	Summary and purpose of document

This document provides information on how we think the new IP based International Satellite Communications System (ISCS) will operate.


Introduction

Currently the International Satellite Communications System (ISCS) delivers data via a V35 X.25 interface at about 64Kbps using 6 PVCs. An upgrade to an IP based interface is imminent.

For users there are some significant advantages of the upgrade:

1. Increased capacity and hence greater access to data.

2. The ability to receive the data into multiple workstations directly from the LAN. The old X.25 system being point to point meant that only one workstation could ingest the data. With the new system any number of workstations should be able to ingest the data.

3. Local workstations will no longer require an X.25 card which was expensive. This new type of interface should therefore be cheaper for receiving centres. 

For those centres that want to get the ISCS data into their computer systems, the upgrade is proving much difficult. The National Weather Service has not made available the interface specification and at BOM we have had great difficultly getting information on the interface despite repeated attempts. 

In Australia we have taken delivery of the upgrade kit (eg IP modem) and installation by MCI is scheduled for 8th December. We have written interface software based on how we think the ISCS will work but undoubtedly we will need to make changes when we see the data streams. 

ISCS Interface

The following is our best guess at the new interface based on our conversations with NWS and MCI.

1. It will be an IP multicast

2. It will follow the WMO TCP/IP standard in that it will include a length field and AN/BI/FX identifiers.

3. Each new message will start at the beginning of a packet.

4. The different types of data will be sent on the same multicast (FAX, binary, ascii) so our one receiver will need to handle all data types.

5. There will actually be three multicasts:

      

224.1.3.1 on port number 6531  (general)

      

224.1.3.2 on port number 6532  (atlantic region)

      

224.1.3.3 on port number 6533  (pacific region)

6. The IP addresses required will be public and will be assigned by MCI. The standard IP address subnet for each site is a 30 bit subnet giving one IP address for the Satellite Modem and one address for the ISCS Workstation.
7. Data is sent back to the USA on the 2-way ISCS using FTP.  We have not yet been able to get details of this – ie destination IP address, user-id, password, directory, filenaming convention, convention for file contents.
There are many as yet unanswered questions including the size of the datagrams sent, the multicast time-to-live (TTL) value to be used, and how to integrate their IP addresses into our environment (security etc).
IP Multicasting

With IP there are two transport protocols that can be used – TCP and UDP:

1. TCP = Transmission Control Protocol. This is a reliable, end-to-end protocol

2. UDP = User Datagram Protocol. This is an “unreliable” protocol. Each datagram or packet is sent independently without sequencing or retry mechanisms. The receiver may miss some packets or receive packets out of order or receive duplicate packets.

On the GTS we use TCP because we require point-to-point, reliable communication. UDP is typically used for broadcasts or short messages where loss of data is not critical. It is very quick and has fewer overheads than TCP.

IP multicasting is a special form of UDP transmission. IP multicasting is the transmission of an IP datagram to a “host group” which is a set of zero or more hosts identified by a single IP destination address. A multicast datagram is delivered to all members of its destination host group with the same “best-efforts” reliability as regular unicast IP datagrams ie the datagram is not guaranteed to arrive intact at all members of the destination group or in the same order relative to other datagrams.

The membership of a host group is dynamic; that is, hosts may join and leave groups at any time. There is no restriction on the location or number of members in a host group.

The big advantage for ISCS of IP multicasting is that many computers can ingest the data without any change required to the ISCS Receiving equipment.

IP multicasting occupies a special address range: 224.0.0.0 to 239.255.255.255. 

By default IP multicast datagrams are sent with a time-to-live (TTL) of 1, which prevents them from being forwarded beyond a single subnetwork. Multicast datagrams with a TTL greater than one may be delivered to more than one subnet if there is one or more multicast routers attached to the first-hop subnet. The TTL thresholds enforce the following convention:


Scope



TTL


Restricted to same host
0


Restricted to same subnet
1


Restricted to same site
32

Restricted to same region
64

Restricted to same continent
128

Unrestricted


255

We hope that the ISCS multicast is unrestricted. This would mean that our remote Disaster Recovery Site (DRS) in Brisbane could easily get the ISCS data by joining the multicast. When this occurs the network routers will communicate and cause the data to be forwarded to Brisbane until our Brisbane receiver decides to leave the multicast. Our course our links between the ISCS and the DRS will have to be of sufficient capacity to transfer the ISCS without delay because multicasting is prone to data loss.

We have tested multicasting between our offices in Melbourne and Brisbane and found it to work reliably as long as the speed of the multicast is not too fast for our links.

In regions V other countries should also benefit from the ability to get ISCS data into non-Star4 systems. For example, in Indonesia they have many offices and a large network but currently the ISCS data is limited to a Star-4 workstation in the international airport. With the new IP multicast it should be relatively simple to distribute the ISCS data to other parts of their network.

Fiji is another country that should benefit from the upgrade. Currently they ingest the data using X.25 on one computer and then switch it out another X.25 port to their Star-4 workstation. Under the new arrangement they can directly ingest the data into both computers via the LAN and remove the X.25 interfaces and lines.

 

A simple multicast sender

 #include <stdio.h>

#include <stdlib.h>

#include <unistd.h>

#include <netdb.h>

#include <memory.h>

#include <arpa/inet.h>

#define MULTICAST_PORT 12345

#define MULTICAST_GROUP "225.0.0.37"

main(int argc, char *argv[])

{

     struct sockaddr_in addr;

     int fd, cnt;

     unsigned char ttl;

     struct ip_mreq mreq;

     char *message="Hello, World!";

     /* CREATE AN ORDINARY UDP SOCKET */

     if ((fd=socket(AF_INET,SOCK_DGRAM,0)) < 0) {

          perror("socket");

          exit(1);

     }

     /* SET TIME-TO-LIVE TO UNRESTRICTED */

     ttl = 255;

    setsockopt(sock,IPPROTO_IP,IP_MULTICAST_TTL,&ttl,sizeof(ttl));

     /* SET UP MULTICAST ADDRESS */

     memset(&addr,0,sizeof(addr));

     addr.sin_family=AF_INET;

     addr.sin_addr.s_addr=inet_addr(MULTICAST_GROUP);

     addr.sin_port=htons(MULTICAST_PORT);

     /* SEND MULTICAST ! */

     while (1) {

          if (sendto(fd,message,strlen(message),0,(struct sockaddr *) &addr,

                     sizeof(addr)) < 0) {

               perror("sendto");

               exit(1);

          }

          printf("sent %s\n",message);

          sleep(1);

     }

A simple multicast receiver

#include <stdio.h>

#include <stdlib.h>

#include <unistd.h>

#include <netdb.h>

#include <memory.h>

#include <arpa/inet.h>

#define MULTICAST_PORT 12345

#define MULTICAST_GROUP "225.0.0.37"

#define MSGBUFSIZE 256

main(int argc, char *argv[])

{

struct sockaddr_in addr;

int fd, nbytes,addrlen;

struct ip_mreq mreq;

char msgbuf[MSGBUFSIZE+1];

/* CREATE AN ORDINARY UDP SOCKET */

if ((fd=socket(AF_INET,SOCK_DGRAM,0)) < 0) {

   perror("socket");

   exit(1);

   }

/* SET UP DESTINATION ADDRESS */

memset(&addr,0,sizeof(addr));

addr.sin_family=AF_INET;

addr.sin_addr.s_addr=htonl(INADDR_ANY); 

addr.sin_port=htons(MULTICAST_PORT);

/* BIND TO ADDRESS */

if (bind(fd,(struct sockaddr *) &addr,sizeof(addr)) < 0) {

   perror("bind");

   exit(1);

   }

/* JOIN MULTICAST GROUP */

mreq.imr_multiaddr.s_addr=inet_addr(MULTICAST_GROUP);

mreq.imr_interface.s_addr=htonl(INADDR_ANY);

if (setsockopt(fd,IPPROTO_IP,IP_ADD_MEMBERSHIP,&mreq,sizeof(mreq)) < 0) {

   perror("setsockopt");

   exit(1);

   }

/* READ-PRINT MULTICAST DATA */

while (1) {

   addrlen=sizeof(addr);

   if ((nbytes=recvfrom(fd,msgbuf,MSGBUFSIZE,0,

                               (struct sockaddr *) &addr,&addrlen)) < 0) {

       perror("recvfrom");

       exit(1);

       }

    printf("received: %d bytes\n",nbytes);

    if (nbytes > 0) {

       msgbuf[nbytes] = '\0';

       printf("%s\n",msgbuf);

       }

     }

}

