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STATUS AND PLANS OF IMPROVED MTN PROJECT
(Submitted by Hiroyuki Ichijo (ET-CTS/DCS chair))
	Summary and purpose of document

This document includes current status and future plans of the Improved MTN Project.



ACTION PROPOSED:
  The meeting is invited to review the status and to discuss the further development of IMTN.

1.  Status of IMTN project
Migration of MTN circuits to managed data communication network services was planned and has been implemented collaboratively by centers concerned with two frame relay (FR) networks, each of which is provided by a single provider.  Currently, 17 of 25 MTN circuits are operated on these networks (Networks I and II in Figure 1) while 8 are still operated on traditional point-to-point links.  12 of 18 MTN centers join in either network, among them Exeter and Tokyo (and Moscow planned) are acting as a gateway to these networks.  
 
[image: image1]
2.  Status of Network I
IMTN Cloud I consists of MTN links interconnecting Exeter, Melbourne, Tokyo and Washington and has been operated reliably since 2003 via the FR network provided by BT Ignite.  Each center has a contract with each local office of BT Ignite and basically receives individual bill for its local access circuit and incoming CIRs from the local office except for backup PVCs which are paid by Australian government.  Every center could obtain cost-effective and appropriate MTN links for actual traffic requirements
Backup links were established by Australian Bureau of Meteorology (BoM) also in 2003 to connect its Disaster Recovery Site (DRS) located in Brisbane with other centers as a backup to WMC Melbourne.  These backup links also work as a backup route in combination with the domestic network linking Melbourne and Brisbane in case that any of primary routes between Melbourne and other three centers is failed.  In addition to this feature, Washington, Melbourne and Tokyo have implemented automatic re-routing which enables to re-route traffic of the link connecting any two of these three centers via the router at the third center.

Configuration of the Network I as of April 2006 is shown in Figure 2.  


3.  Status of Network II
Network II was implemented operationally in 2004 as an extension of the RA VI-RMDCN, the regional telecommunication network for Region VI, based on the FR network provided by OBS (Orange Business Service, former EQUANT).  Currently, Beijing, Jeddah, New Delhi and Tokyo are joining in the network in addition to MTN centers in Region VI, i.e. Exeter, Moscow, Offenbach, Prague, Sofia and Toulouse.  The network service is provided under the turnkey contract made by ECMWF and OBS as well as the individual accession agreement signed by each center.  ECMWF takes a key role in both management and operation of the network.  Figure 3 shows the current configuration of Network II.

4.  Status of other MTN centers
Brasilia, Buenos Aires and Moscow are originally planned to join with the IMTN Network I but not yet.  As regards Network II, Algiers, Cairo, Dakar and Nairobi are also.  Current connections to these centers are as follows:

Algiers - Toulouse:
64 kbps
Dakar - Toulouse:
34.8 kbps (Dakar has no plan to join the RMDCN)
Cairo - Moscow:
64 kbps
Cairo - Nairobi:
9.6 kbps
Cairo - New Delhi
100 bps

Nairobi - Offenbach:
64 kbps  (Nairobi has no plan to join the RMDCN)
Brasilia - Washington:
64 kbps, IP socket
Buenos Aires - Washington:
64 kbps, IP socket
5.  Additional circuits linking MTN centers
There are additional circuits directly linking centers on the MTN but not categorized as MTN circuits.  They are usually included in regional telecommunication networks and are functioning to supplement required traffic between MTN centers.  The following circuits are working at present.
Algiers - Cairo:
4.8 kbps

Algiers - Dakar:
50 bps

Algiers - Jeddah:
50 bps

Beijing - Melbourne:
Internet

Beijing - Moscow:
CIR 8/8 kbps (RMDCN)

Beijing - New Delhi:
CIR 8/8 kbps (RMDCN)

Brasilia - Buenos Aires:
64 kbps

Exeter - Offenbach:
CIR 64/64 kbps (RMDCN)

Jeddah - Washington:
Internet

Prague - Toulouse:
CIR 128/16 kbps (RMDCN)

Sofia - Toulouse:
CIR 64/8 kbps (RMDCN)

Melbourne - Moscow:
Internet (planned to lead up to the level of the MTN)
Moscow - Washington:
IP-VPN via Internet (planned for 2007 and to lead up to the level of the MTN)

Nairobi - Toulouse:
64 kbps

New Delhi - Melbourne:
Internet

6.  Future plans for Network I
The contract of FR service with BT Ignite was renewed for another two years at the beginning of 2006.  Migration from FR to MPLS is being discussed by centers concerned and it should be concluded by the end of the current contract.
WMC/RTH Melbourne is considering joining the RMDCN when the current contract with BT Ignite ends.  There are significant cost and connectivity advantages in being part of the much bigger RMDCN network.

7.  Future plans for Network II

Supplemental contract of the RMDCN turnkey contract was signed between ECMWF and EQUANT(at that time) on 8 May 2006 for the migration of the RMDCN network to an IP/VPN MPLS network.  The migration is planned to be completed until March 2007 and the implementation of the IP/VPN MPLS network is divided into 3 phases: 

• During Phase1 the configuration details of the User Sites are gathered and provided to OBS for the final order process. 

• Phase 2 is the roll-out phase in which OBS will order and implement a complete new network in parallel to the existing Frame Relay network. 

• Phase 3 is the acceptance phase. Once all User Sites are connected to the new IP/VPN network this had to tested and verified. The acceptance has got three parts: User Site acceptance (each User Site tests the connection and backup connection), Reliability Acceptance (the whole network is tested for its reliability and availability) and Application Migration (User Site will move traffic from the old to the new network). 

At present, the migration project is at the end of Phase 1 and Phase 2 will start soon.
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Figure 1   Main Telecommunication Network (MTN)
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Figure 3   Configuration of IMTN Network II
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Figure 2   Configuration of IMTN Network I
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