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Status Of Implementation of RTHs on the MTN: RTH Offenbach

RTH Offenbach has started its automatic switching systems with a computer-system build by the German company "AEG Telefunken" at  March, the first, 1973.

This System was migrated several times to other systems operating different strategies to guarantee high performance and high availability.

Hot  and cold standby systems as well as clusters and fault tolerant systems have been operated over the years in the past.

All of the systems had advantages and disadvantages in respect to  price and performance, availability and maintenance as well as to the functions needed to perform the switching functions.

DWD now (in 2003) made a decision to a  new hardware platform, a "Fujitsu-Siemens Computers" High Availability - Cluster acting two "Primepower 400" and external RAID5 disk - subsystems FSC FibreCat S80.

The existing MSS - Application is operated by only one of the cluster-machines and can be switched over to the other cluster-machine by the cluster-management-software or by an operator-command in less than 2 minutes. 

With that new infrastructure we implemented a combination of "Hot-stand-by"- and "Cluster"-systems using the advantages of both. In addition the cluster - machines are "hardware-fault-tolerant" (3 processors, redundant LAN - and WAN-devices, mirrored local disks, mirrored external discs), so that the availability of the whole system is nearly 100 %.

Special developed dual "Y-switches" realize the connections to PTT-leased lines with the modems (X.25).

The system software (SUN-Solaris) and its layered products can be patched and upgraded whenever it is needed, without any interrupted MSS.

In case of a disaster (full outage of the cluster) we are able to reconfigure the operating system on our  test- and development system in less than 15 minutes.

A special combined external storage system (cross-connected FibreCats) will prevent dataloss in any of the above cases.

The migration was not affecting our connected partners  because of resetting the new MTSO-address to the old address with NAT (Network Address Translation) in the first step. After that changeover, we took over our partners to the new cluster -address step by step.

The system is now operating without any interruption of service  since more than a year.

Review of the current status of implementation of MTN circuits at RTH Offenbach

MTN circuits at RTH Offenbach on 15.04.2004

Beijing (RA II)

RMDCN 48/48Kbps
FTP, Filetransfer  (Backup via Internet: FTP, Filetransfer)
Jeddah (RA II)

9,6Kbps LL

X.25 SVC, Bulletintransfer

Nairobi (RA I)
64Kbps LL

IP/XOT, Bulletintransfer and FTP, Filetransfer

Prague (RA VI)
RMDCN 32/32Kbps
TCP/IP sockets, Bulletintransfer

Toulouse (RA VI)
RMDCN 48/48Kbps
FTP, Filetransfer

