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STATUS OF IMPLEMENTATION AT RTH TOKYO
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	Summary and purpose of document

This document includes the report on the status of implementation of MTN at RTH Tokyo and TCP/IP procedures and applications on the GTS.



1.  GTS facilities

Main GTS facilities such as MSS, FAX system started operation in March 1996.  subsequently, considering TCP/IP strategy and Internet trends, they were reinforced in 1998 and 1999.  Current configuration is a mixture of old-fashioned and trendy facilities.  JMA plans to replace them by new ones in October 2005.
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2.  Current status of implementation of the GTS circuits

Table 1   Status of the GTS circuits connected with RTH Tokyo (as of April 2004)

	Circuit
	Speed
	Procedures

Applications
	Routing protocol
	Exchange data type

	Washington
Tokyo
	MTN
	FR (IMTN cloud I)

CIR: WT ( 32/768kbps ( TK

Port: WT=1.5Mbps,TK=1.5Mbps
	TCP Socket

Simple FTP
	BGP-4
	Message (A/N, binary, fax),

File (Satellite data)

	Melbourne
Tokyo
	MTN
	FR (IMTN cloud I)

CIR: MB ( 16/32kbps ( TK

Port: MB=256kbps,TK=1.5Mbps
	TCP Socket

Simple FTP
	BGP-4
	Message (A/N, binary, fax),

File (Satellite data)

	Beijing
Tokyo
	MTN
	FR (IMTN cloud II)

CIR: BJ (48/48kbps( TK

Port: BJ=128kbps,TK=128kbps
	TCP Socket
	BGP-4
	Message (A/N, binary, fax)

	New Delhi     Tokyo
	MTN
	  64kbps
	TCP Socket
	BGP-4
	Message (A/N, binary)

	Seoul
Tokyo
	RMTN
	FR (NNI basis)

CIR: SL (16/16kbps( TK

Port: SL=64kbps,TK=192kbps
	TCP Socket
	BGP-4
	Message (A/N, binary, fax)

	Khabarovsk
Tokyo
	RMTN
	  14.4kbps (auto fall back  V.34 modem )
	TCP Socket
	Static
	Message (A/N, binary, fax)

	Bangkok
Tokyo
	RMTN
	FR (NNI basis)

CIR: BK (16/16kbps( TK

Port: BK=128kbps,TK=192kbps
	TCP Socket
	BGP-4
	Message (A/N, binary)

	Hong Kong
Tokyo
	RMTN
	FR (NNI basis)

CIR: HK (16/16kbps( TK

Port: HK=64kbps,TK=192kbps
	TCP Socket

Simple FTP
	BGP-4
	Message (A/N, binary),

File (Satellite data)

	Manila
Tokyo
	Inter-regional
	   200bps
	Asynchronous
	
	Message (A/N)



FR: Frame Relay;     CIR: Committed Information Rate;     NNI: Network-to-Network Interconnection
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3.  Upgrades of GTS circuits

3.1  Upgrades achieved after the previous meeting

Table 2   Details of recent upgrades (May 2002 to April 2004)

	Date
	Circuit
	Before upgrade
	After upgrade

	
	
	Circuit type and speed
	Protocol
	Data type
	Circuit type and speed
	Protocol
	Data type

	August

2002
	New Delhi
Tokyo
	Dedicated analogue;

9600bps
	X.25
	AN, BIN, FAX
	Dedicated digital;

64kbps
	TCP/IP (socket)
	AN, BIN

	January

2003
	Washington
Tokyo
	Dedicated digital;

64kbps
	TCP/IP (socket, simple ftp)
	AN, BIN, FAX, Satellite data
	FR (IMTN cloud I);

CIR 32/768 kbps 
	TCP/IP (socket, simple ftp)
	AN, BIN, FAX, Satellite data

	January

2003
	Melbourne
Tokyo
	Dedicated digital;

64kbps
	TCP/IP (socket, simple ftp)
	AN, BIN, FAX, Satellite data
	FR (IMTN cloud I);

CIR 16/32kbps 
	TCP/IP (socket, simple ftp)
	AN, BIN, FAX, Satellite data

	September

2003
	Melbourne
Tokyo
	FR (IMTN cloud I);

CIR 16/32 kbps 
	TCP/IP (socket, simple ftp)
	AN, BIN, FAX, Satellite data
	FR (IMTN cloud I);

CIR 16/32kbps (add CIR 16/16 kbps for the backup PVC via Brisbane)
	TCP/IP (socket, simple ftp)
	AN, BIN, FAX, Satellite data

	November

2003
	Khabarovsk
Tokyo
	Voice

(14.4kbps)
	X.25
	AN, BIN, FAX
	  Voice (normally 14.4kbps)
	TCP/IP (socket)
	AN, BIN, FAX

	February

2004
	Beijing
Tokyo
	FR (NNI); CIR 32/32 kbps
	TCP/IP (socket)
	AN, BIN, FAX
	FR (IMTN cloud II);

CIR 48/48kbps 
	TCP/IP (socket)
	AN, BIN, FAX


Changes are shown in bold and italic.

CIR: send/receive at Tokyo

3.2  Upgrade plans

Table 3  Upgrade plans of GTS circuits connected with RTH Tokyo

	Circuit
	Speed
	Procedures

Applications
	Routing protocol
	Remarks

	New Delhi
Tokyo
	MTN
	FR (IMTN cloud II)

CIR: ND (16/16kbps( TK

Port: ND=64kbps,TK=128kbps
	TCP Socket
	BGP-4
	Target :  Very soon in 2004

	Manila

Tokyo
	Inter-regional
	FR (NNI basis)

CIR: MN (16/16kbps( TK

Port: MN=64kbps,TK=192kbps
	TCP Socket
	BGP-4 or static
	Target :  September 2004
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4.   Implementation status of TCP/IP protocols and applications

4.1  TCP/IP

TCP/IP protocols are used on all of GTS circuits connected with RTH Tokyo except for Manila-Tokyo where these protocols are planned to introduce in September 2004.  Meteorological messages including T4 charts are currently exchanged through the standard WMO sockets, which would be migrated to FTP of accumulated messages upon necessary arrangements with adjacent centers after renewal of the Message Switching System of RTH Tokyo planned in October 2005.

Simple FTP is also used to receive satellite data from Washington and Melbourne and to relay some part of them to Hong Kong.  The following manners are currently applied.

Data from Washington:
GET by Tokyo

Data from Melbourne:
PUT by Melbourne with renaming

Data to Hong Kong:
PUT by Tokyo with renaming

Satellite data exchange using  simple FTP is being considered to expand to other GTS circuits including Beijing-Tokyo and Seoul-Tokyo.

4.2  Routing protocols

BGP-4 is applied over almost all the TCP/IP circuits connected with Tokyo except Khabarovsk-Tokyo where static routing is applied.  In principal Tokyo advertises all available routing information to BGP neighbours without filtering, while exchange of BGP routes with the Equant router, which interconnects Tokyo and Beijing as well as RA VI-RMDCN, is limited to a minimum that is necessary for establishing IP connectivity among these two centres and Seoul where re-routing is being tested.

With growing IP connectivity among GTS centres, there would be a bypass route(s) through a third centre in addition to the direct one.  For making practical use of this feature, Tokyo, Washington and Melbourne started re-routing via the bypass route in case of a failure of the direct link on a triangle of circuits interconnecting these three centers established within IMTN could I in February 2003.  Besides, Tokyo, Beijing and Seoul have testing re-routing among them, but not all bypasses are working at present due to some routing problem.

5.  Traffic status of IP links

[image: image4.png]ioptesiznmn TOKVO 10 Hong Kong (CIR=16kbps) - (16 s 2001)

10

8

6 = ol IEED

4 L i UL | mem
o

2 H i

0 il

00 03 06 09 12 15 18 21 [td



(a) Melbourne-Tokyo 
(b) Wahington-Tokyo

[image: image5.png][Mbytes/20 rin]

4

3

2

Tokyo to Beijing (CIR=48kbps) (15 April 2004)

[Fn ..l

00

03

06

09 12

15

18

21

[uTc]

OFAX
mBIN
AN





(c)  Beijing-Tokyo
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(d) New Delhi-Tokyo 
(e) Bangkok-Tokyo
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(f)  Khabarovsk-Tokyo
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(g)  Seoul-Tokyo

(h)  Hong Kong-Tokyo
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Figure 1   GTS facilities including TCP/IP test environment via Internet
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Figure 3   Configuration plan of GTS circuits connected with RTH Tokyo in 2004
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Figure 2   Configuration of the GTS circuits connected with RTH Tokyo
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