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	Summary and purpose of document

This document includes status and ideas for further development of IMTN cloud I.  



ACTION PROPOSED:
  The meeting is invited to review the status and to discuss the further development.

1.   General outline of the IMTN

The IMTN project is making satisfactory progress. The planned fundamental configuration shown in Figure 1 will be achieved within 2004 although a few MTN centres in Regions I and III might be delayed in their participation.  At this stage the IMTN is consists of two Frame Relay networks provided by BT ignite and Equant for clouds I and II, respectively.  Frame Relay enables us to optimise connectivity due to its specific characteristics as follows:

(1)  Independent connections on an access circuit 

Once a centre has an access circuit to Frame Relay, individual connections (i.e. Permanent Virtual Circuits (PVCs)) towards different partner centres can be established on the access circuit. Since each PVC is distinguished by Data Link Connection Identifier (DLCI), it is possible to add/delete a PVC and to change the CIR of a PVC flexibly.

(2)  Connection with asymmetric bandwidths

Committed bandwidths of a connection are defined by each Committed Information Rate (CIR) for each direction. It is suitable for an unbalanced traffic link to allocate asymmetric CIRs. 

(3)  Better performance than CIR  

In most cases, transfer performance for a PVC is better than the CIR, although it depends on conditions of network congestion, a physical speed of the access circuit, CIRs, and the numbers of idle and active PVCs. Especially short-period performance of burst transfer is possible to reach up to the physical peed.  In case of exceeding traffic, the transmission throughput is slowed down by flow control using Forward Explicit Congestion Notification (FECN) and Backward Explicit Congestion Notification (BECN) to avoid packet discard.  

[image: image1.png]480
i
30
i
20
&b
50
10

i





2.   Status of the IMTN cloud I
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As of April 2004, four MTN centers have established links through the IMTN cloud I as shown in Figure 2.

Under the framework of the IMTN project each center has a contract with each local office of BT Ignite and basically receives individual bill for its local access circuit and incoming CIRs from the local office.   Every center could obtain cost-effective and appropriate MTN links for actual traffic conditions.

2.1   Exeter – Melbourne MTN link

The Exeter – Melbourne link is being used for the exchange of data in WMO bulletin format using TCP sockets and files of satellite imagery (METEOSAT from UK and GMS from Australia) and ATOVS (HIRS) level 1D data by FTP.

The following traffic graphs (Figure 3 (a) and (b)) have been captured from a basic monitoring package (OpenView) on 29 and 30 April 2004.  Burst throughput exceeds the CIR of 64kbps in doth directions
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2.2   Exeter – Washington MTN link

The Exeter – Washington link is being used for the exchange of data in WMO bulletin format using TCP sockets.  There are socket connections for Alpha-Numeric, binary and T4 fax.   Daily traffic volume from Exeter to Washington is usually about 240Mbytes and the opposite volume is 280Mbytes.  Figure 4 (a) and (b) show the traffic on 28 and 29 April 2004.
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Burst throughput of 140kbps from Washington to Exeter is conspicuous.  It should be noted the status of BECN and Discard Eligible packets shown in Figure 5.   Both centers will discuss increasing the CIR value.
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2.3   Melbourne – Washington link
The Melbourne – Washington link provides direct TCP socket connections between WMCs although it is not a MTN link.  Daily traffic volume from Melbourne to Washington is usually less than 10Mbytes and there is spare capacity.  On the other hand in the direction from Washington to Melbourne, daily traffic is over 240Mbytes and since burst throughput far exceeds the CIR of 16kbps, BECN packets are often seen at the Washington side as shown in Figure 6.   It may be the sign for increase the CIR value.
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2.4   Melbourne – Tokyo MTN link

TCP sockets for WMO messages and FTP for satellite imagery data are running on the link.  Daily traffic volume from Tokyo to Melbourne is usually about 80Mbytes and the opposite volume is 25Mbytes.  The details are shown in Table 1.   Existing WWW data and products in message type do not always have strong impact on the bandwidth.  For the time being, it looks enough spare capacity as shown in Figure 7.
Table 1   Daily traffic volume on the Melbourne-Tokyo link

	Data
	Tokyo to Melbourne

(CIR=16kbps)
	Melbourne to Tokyo

(CIR=32kbps)

	WWW data and products in message type 
	AN 
	25Mbytes  
	3Mbytes  

	
	Binary
	52Mbytes  
	6Mbytes  

	
	T4 fax
	3Mbytes  
	1Mbytes  

	Large satellite data
	File
	---     
	15Mbytes  

	Total
	80Mbytes  
	25Mbytes  

	Availability in capacity based on the CIR for reception
	46.3%  
	7.2%  
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In the near future, large volume data such as satellite data and high resolution NWP products will require additional bandwidth.  Advantages of the IMTN such as flexibility and cost-effectiveness will enable expansion of the bandwidth for reasonable extra cost.  

2.5   Tokyo – Washington MTN link
TCP sockets for WMO messages and FTP for satellite imagery data are running on the link.   Extreme asymmetric CIRs are reasonable for a typical unbalanced traffic on the link.  Table 2 and Figure 8 show the daily traffic volume and traffic graphs, respectively.

Table 2   Daily traffic volume on the Melbourne-Tokyo link

	Data
	Tokyo to Washington

(CIR=32kbps)
	Washington to Tokyo

(CIR=768kbps)

	WWW data and products in message type 
	AN 
	4Mbytes  
	43Mbytes  

	
	Binary
	17Mbytes  
	84Mbytes  

	
	T4 fax
	0Mbytes  
	2Mbytes  

	Large satellite data
	File
	---     
	1063Mbytes  

	Total
	21Mbytes  
	1192Mbytes  

	Availability in capacity based on the CIR for reception
	6.1%  
	14.4%  
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2.6   Backup connections to BoM DRS
BoM is in the process of setting up a Disaster Recovery Site (DRS) in Brisbane regional office to allow core operations to continue if there is a major problem that affects main Melbourne computer center.
BT Ignite provides a second Frame Relay access in Brisbane with connections to the partner GTS centers at a very reasonable cost. Importantly BoM is able to configure the Routers at both ends of the GTS links so that they automatically swap to the backup link if the primary link fails – a “higher metric solution”.  The cost of the additional PVC (DLCI) is paid entirely by BoM. 

The IP address of the MSS at the DRS is a major issue.  In an ideal world, the move to the DRS would be transparent to partner GTS centers and the DRS MSS would takeover the IP address used by the main Melbourne MSS. However due to network topology, and other issues, it was not realized.  The alternative was that partner GTS centers would swap to a backup IP address if they could not connect to the primary address. 
Configuration of backup connections to the DRS is shown in Figure 9.
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3.   Further development of the IMTN cloud I

3.1  Re-routing in the cloud
One of advantages of an IP network is easy to develop a failure-free network with a re-routing function.  IP traffic between any two nodes can be automatically re-routed as long as gateway routers are properly configured if there is a problem on the primary route.  Taking this advantage into the IMTN, Washington, Melbourne and Tokyo collaboratively introduced the re-routing function on a triangle of the links interconnecting these centers in January 2003, when the cloud I started its operation on the BT Frame Relay network.

The routing protocol BGP-4 enables the re-routing by speaking all available routes among the three centers.  Actual flow of traffic on the BT network was tested by the centers before the operational use.  Through the test it was confirmed that for each of the three links traffic smoothly moved to the bypass route (re-routing) in case of a link failure and moved back to the direct link after its recovery.   Figure 10 shows an example of re-routing traffic between Tokyo and Melbourne.
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Two links Washington-Exeter and Melbourne-Exeter are currently also included in the cloud I.  This will give multiple bypass routes among the four centers connected with cloud I.  In order to take maximum benefit of this feature, it is suggested to consider introduction of re-routing among the four centers.  Routing policy should be discussed studying influence of re-routing traffic upon primary routine traffic.  Real-time monitoring on a link failure may be also studied aiming at early notification of the failure for telecommunication providers and related GTS centers.

3.2  Plans of new links
(1) Participation of Moscow

 As a first step Moscow and Melbourne arranged a two-way circuit via Internet between the WMCs.  According to monitoring at the Moscow side for a year the link showed high rate and reliability, data of Region V came over the link much faster than over any other circuits. Moscow is considering whether it is possible to use Public Internet for real-time data and information exchange minimum as a standby link, as this cost is much lower than FR.

In Moscow plan, the final aim is the establishment of circuits within the framework of Cloud 1 with Melbourne and Washington. The solution about the terms of implementation will depend on the solution of partners and proposals on the cost of implementation of circuits from BT Ignite. It will be in 2005 more probably.

(2) Participation of Brasilia and Buenos Aires

Improved RMTN in Region III has great progress under the contractual framework between WMO and Equant that is the IMTN cloud II provider.

 On the other hand, there is no progress in Brasilia–Washington, Buenos Aires–Washington links through the cloud I.   Washington would like to add the Brasilia link to the cloud I when it is possible for both countries. 
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Figure 1   Configuration of the Improved MTN (IMTN)
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Figure 10   Example of re-routing in cloud I
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Figure 4 (b)  Traffic from Washington to Exeter
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Figure 3 (a)  Traffic from Exeter to Melbourne





Figure 3 (b)  Traffic from Melbourne to Exeter





Figure 2   Configuration of cloud I as of April 2004
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Figure 6  Performance of Melbourne – Washington link (26-27 April 2004)
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Figure 5  Congestion status from Washington to Exeter  (26-27 April 2004)
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Figure 8  Traffic for each 20 minutes on the Tokyo – Washington link





Figure 9   Configuration of backup links to the BoM DRS
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Figure 7  Traffic for each 20 minutes on the Melbourne-Tokyo link
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