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The Earth Science Portal Workshop renamed itself after the meeting in Princeton to be the Global Organization for Earth System Science Portal (GO-ESSP). 
The themes of the meeting were:

· Data Modelling and Interfaces.


· Intra-Portal Subsystems (including Metadata Requirements and Access Control).


· Inter-Portal Cataloguing and Discovery (including more Metadata).


· Standardisation (especially with respect to CF conventions and OGC Web Services).

It was also planned to come up with roadmaps to:

· Improve the process and methodology of the CF convention evolution.


· Improve discovery between datasets held in different portals (across both discipline and geographic boundaries).

The agenda is included in this document but the direct link to the GO-ESSP site will give hyperlinks to the pdf documents. Here a summary of each session is given, and at the end is a precis of the actions agreed in the breakout sessions and the brainstorming. The notes to these sessions are tersely summarised in 
http://data1.gfdl.noaa.gov/~ck/go-essp/presentations/06_06_05/Meeting/GO-ESSP-05-Notes.pdf, but here the actions relevant to WMO are explained.
Agenda 
(to be found with hyperlinks on the go-essp site: http://go-essp.gfdl.noaa.gov/news_meetings.html and directly at:
http://data1.gfdl.noaa.gov/~ck/go-essp/presentations/06_06_05/agenda_presentations.html)
Session 1. Institutional Reviews

Bryan Lawrence (NCAS-BADC) An intro to the BADC, and how it will interact with the NERC DataGrid.

Karl Taylor (PCMDI) Serving the needs of Model Intercomparison Projects and the IPCC.

Don Middleton (NCAR) Emerging cyberinfrastructure for data at NCAR.


Steve Hankin (PMEL) Latest developments of the Live Access Server.
Summary:
Bryan introduced the operations of BADC and the NERC Data GRID. The huge variety of data and users, from studies of bird feeding habits, through influenza studies to more usual atmospheric physics examples. The metadata tools were described, including CSML and MOLES, and the work plans for the next stage.

Karl reported on the Climate Intercomparison project, which after only a short collection period has 25 TB of clean model data for distribution to 300+ analysis projects, distributing data on terabyte tapes. The standardisation, metadata, formatting and homogenisation tasks needed for 20 different models was impressive.
Don described the Community Data Portal project at NCAR, The Earth System Grid and other projects which are coming together in synthesis. The NCAR Command Language for visualisation and a python version are being developed for common usage.
Steve described the status of the LAS, new developments and plans. The project links with other ESP standards such as THREDDS and OPeNDAP through FERRET to deliver analysis functionality on the desktop. Work n progress is to integrate with GIS, and to interoperate with OGC protocols.
Session 2. Institutional Reviews

Jeremy Tandy (UK Met Office) Data discovery portal implementation at the UK Met Office.


Jordan Alpert (NCEP) Progress of the real time NOMADS project at NCEP.

Frank Tousaint (World Data Centre) The Model Output Data Center in the CEOP Project - Interfaces for data and metadata.


Serguei Nikonov (GFDL) GFDL Data Portal; achievements and current status.

Summary:

Jeremy talked about the design of the Logical Data Server and its relationship with other projects to deliver data to users. A telling question was asked – “why not use existing technologies?” The answer was indeed existing technologies such as LAS and OPeNDAP might well be part of the solution, but it needed to be scoped and scaled to work with real-time World Weather Watch data collection and delivery. Several other projects such as JEDDS and SIMDAT were doing that.
Jordan gave us an update of NOMADS, being developed further for similar archiving and distribution functionality at NCEP. This is mostly file based, but has managed to leverage existing technologies to serve NCEP model data, including Ensembles to users.

Frank described the work of the World Data Centre at Hamburg, and the services they provide for metadata and data for climate models. This is a well developed service from the CERA database, and is strongly linked to ISO standards such as ISO19115.
Sergei described the Data Portal at GFDL, serving mostly IPCC data using a development of the LAS server. 

Session 3. Intra Portal Technologies

Lois Steenman-Clark (NCAS-CGAM) Presentation of model metadata and its automatic capture during a model experiment.

Roy Lowry (BODC) The BODC mark-up vocabulary semantic model.


Kevin O'Brien and Steve Hankin (PMEL) NOAA's Observing System Monitoring Center.


Ag Stephens (NCAS-BADC, UK Met Office) Reuse of portal components.


Annette Schloss (University of New Hampshire) Exploring Global Change at UNH.

Summary

Roy’s presentation again emphasised the great difficulty of gathering vocabularies from different sources, harmonising and presenting in a coherent form. Even the definitions of “parameter” vary so much. Roy’s semantic model defines parameters according to what-where-how the term was measured (where being sphere not location). He also explained multi-faceted problem of synonyms and mapping the semantic model to particular solutions.
Steve described the functionality of the Observing System Monitoring Center. He described it as getting an overview (what data), drilling down and evaluating and talked about the metadata, data and tools to do the visualisation and analysis. The next steps are to integrate and tune the system further, improve yet again the metadata (this seems to be a common theme) and extend to other data, such as biochem. and fisheries.
Annette talked about the EOS-Webster, a digital library of Earth Science data, and how it integrates different repositories of data. She showed a vivid tool which addressed different resolution data ending up with environmental data overlaid on high res. geographic pictures of your back-yard.

Session 4. Data Structures and Modelling

Bob Drach (PCMDI) Overview of the IPCC 4AR model output database.


Adityarajsingh Santokhee (University Reading ) Storing and manipulating gridded data using databases.


Russ Rew (NCAR) The future of NetCDF.


Benno Blumenthal (IRI) Data Interoperability at IRI.


Andrew Woolf (BADC) Data integration with the Climate Science Modelling Language.

Summary

Bob discussed further the PCMDI Climate Model Intercomparison. The short timescales for IPCC, the independent standardisations, the software to format the data, the search facilities, the data delivery system have all been achieved with style. The project is now into the production period where 300 researchers are analysing this huge amount of data.
Adit described technologies to store, retrieve and manipulate data, and the testing and tuning process used to compare GADS and athe GRID DataBlade. The conclusions were that the two technologies performed differently with different data sizes and volumes and DataBlade performance dropped above 10MB file sizes.

Russ raised the first talk at this meeting about the hot topic, the future of NetCDF and implicitly the CF convention. NetCDF is together a data model for scientific data, and API for data access and a format for storing data. He described NetCDF4, on alpha release and differences of data models between version 3 and 4. With much promise for the future, Russ recommended still to delay uptake of version 4 until best practice issues are resolved.

Benno described the advances made on data interoperability at his institute. The breadth of services, data delivery mechanisms and the variety of users in totally different cultures is an example to follow as is the way that existing technologies have been adopted and adapted.
Andrew described the development of Climate Science Modelling Language – based on GML describing general Features and Coverages for atmospheric and oceanographic sciences. There has been strong uptake of this initial version and uses to deliver features to a Web Feature Service, mapping onto navigational data were described..

Session 5. Standardisation and Processes

Karl Taylor(PCMDI) Metadata requirements beyond those provided by the CF convention.


Jonathan Gregory (University Reading) Future of CF conventions and standard names.


V. Balaji (Princeton University) Model grid metadata.


Steve Hankin (PMEL) Thoughts on the CF standards process and potential NOAA and US IOOS contributions.

Manuel Fuentes (ECMWF) Experience with CF at ECMWF.

Summary

Balaji described requirements for model metadata and his classification of grids into LRGs and others (Logically Rectangular Grid) with some spectacular cases of grid structures or NWP models.  He ended up with requirements on CF to describe generalised grids.

This other presenters in this session also discussed how to evolve the CF (Climate Forecast) convention. Effort to maintain CF is overrunning that available. CF should separate the name management (perhaps using namespaces o allow distributed naming) from the other structural metadata functions and develop a governance which will allow CF to develop without fragmenting into factions. Jonathan described the details of the effort he puts in as CF secretary. Karl described extensions which were made for the Intercomparison project – which were in effect an ad-hoc extension to CF to include wider metadata. Steve started off directly with proposals to develop the governance of CF including a wider administration leading to a more formal standard, and suggested six steps towards that.
Breakout 1. CF Futures

Session 6. InterPortal Technologies

Michael Burek (NCAR) Experiences with Geoscience Metadata sharing using OAI Protocol.


Melanie Meaux (GCMD) Edging Toward Interoperability.


Luca Cinquini(NCAR) Authentication and authorization system for NCAR web portals.


Marta Gutierrez (NCAS-BADC) Web Service Interfaces to Discovery Services.

Summary

Michael described OAI, the Open Archives Initiative with the aim of providing a lightweight infrastructure for sharing metadata records across distributed sites. OAI is based on Dublin Core but can handle other schemas such as DIF and potentially ISO19115. Problems include dealing with non-standard metadata, extra records, varied character codes found across all the sites.

Luca reported on progress with developing a federated system across different NCAR data portals. This requires a rock-solid access control system as a fundamental. Luca described what software has already been developed and how other systems are having to be adapted.
Marta described a web service for BADC discovery metadata. The mixture of Postgres and the eXist native XML database, using Xquery as well as full text query, and using SOAP and WSDL. Issues raised include the scalability of the database, operations with Xquery and problems with very big SOAP attachments.

Breakout 2 and 3. Global Interoperation/Model Metadata

Session 7. Directions for GO-ESSP (Breakout summaries plus discussion).

WMO and CF
The CF convention and the data format NetCDF are ubiquitous across oceanography and climatology and in these fields totally supplant GRIB and GRIB metadata tables.

These have developed outside WMO, but are now at the stage that requires a more formal governance and oversight.
NetCDF (network Common Data Form) is an interface for array-oriented data access and a library that provides an implementation of the interface. The NetCDF library also defines a machine-independent format for representing scientific data. This software has been developed and is supported by UNIDATA and is also the API through which OpenDAP data is accessed. NetCDF also can access GRIB1 and GRIB2 data, although the matching of GRIB metadata and tables to CF metadata is not exact.
WWW does not currently recognise NetCDF as a format for the GTS, and this effectively isolates two major WMO Communities from CBS.
The CF metadata convention is mature and heavily used. It has wider parameter naming than GRIB although it has a smaller set of attributes than ISO metadata. 

CF needs to expand and WMO should consider adopting CF, giving the CF development team an imprimatur and support to organise the governance issues. 

WMO should also establish the differences between GRIB conventions and see whether and how the conventions might be harmonised. Support from the Commission for Climatology, and from JCOMM should be sought.

WMO metadata work must leverage de facto as well as formal standards, because existing systems and software are the key to developing WIS, not developing new tools from scratch.
